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1. Abstract
The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 19th meeting during 31 March - 7 April, 2006  in Geneva, Switzerland. The JVT meeting was held under the chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr. Jens-Rainer Ohm (RWTH Aachen/Germany), and under the associate chairmanship of Dr. Thomas Wiegand (Fraunhofer HHI/Germany). Our other associate chairman, Dr. Ajay Luthra (Motorola/USA), was unable to attend this meeting. The JVT meetings opened at approximately 14:00 on Friday 31 March 2006 and closed at ??:?? on Friday 7 April 2006.  Approximately ??? people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting) and approximately ?? input documents were discussed.  The meetings took place in a co-located fashion with a meeting of ITU-T Study Group 16.  The subject matter of these activities consisted of work on video coding.
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3. Documents of the JVT meeting

3.1. Input documents

JVT-S000 List of documents of Geneva meeting 

JVT-S001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata 

JVT-S002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft 

JVT-S003 [T. Suzuki] AHG Report: Bitstreams & conformance 

JVT-S004 [L. Bivolarski, J. Vieron, H. Schwarz, M. Wien] AHG Report: JSVM s/W and new func. integ. 

JVT-S005 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & JD text 

JVT-S006 [S. Sun, A. Segall, J. Reichel] AHG Report: Spatial scalability resampling 

JVT-S007 [Y.-K. Wang, S. Pateux, M.-H. Lee] AHG Report: High-level syntax, err resil 

JVT-S008 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond 

JVT-S009 [T. Suzuki] AHG Report: Study of 4:4:4 functionality 

JVT-S010 [J. Vieron, H. Schwarz] AHG Report: SVC interlaced coding 

JVT-S011 [N. Cammas, Y. Bao] AHG Report: Improved FGS coding 

JVT-S012 [M. Mathew, J. Li, H. Schwarz] AHG Report: Discardable and multi-layer R-D 

JVT-S013 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Report of previous (Bangkok) meeting (JVT-R200) 

JVT-S014 [S. Sekiguchi, Y. Isu, Y. Yamada, K. Asai, T. Murakami] CE5: Results of Core Experiment on 4:4:4 Coding 

JVT-S015 [D.Y. Suh, G.H. Park, J. Oh, M.W. Park] Extension of Redundant Pics for Lost Key Pics 

JVT-S016 [S. Sun] Upsampling filter design with cubic splines 

JVT-S017 [J. Vieron, E. Francois, V. Bottreau] CE4: Report on interlaced SVC 

JVT-S018 [J. Vieron, E. Francois, V. Bottreau, H. Schwarz, T. Hinz, S. Sun] CE4: Inter-layer pred for interlace/prog SVC 

JVT-S019 [F. Le Leannec] Switching betw. FGS layers with reduced drift 

JVT-S020 [T. Tran, L. Liu, P. Topiwala] High-perf low-complexity SVC up/down sampling 

JVT-S021 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] SP picture for SVC 

JVT-S022 [S. Lin, L. Xiong, P. Zeng, J. Zhou] Complexity-reduced adaptive VLC in FGS 

JVT-S023 [Q. Xie, L. Xiong] A layer prediction for interlace 

JVT-S024 [Y.L. Lee] Lossless coding for SVC 

JVT-S025 [S. Rane, P. Baccichet and B. Girod] Lossy Error Prot. based on Red. Slices & FMO 

JVT-S026 [K. Lee] CE2: Inter layer motion pred of temporal SVC 

JVT-S027 [K. Lee] CE4: Progressive to interlace motion pred 

JVT-S028 [J. Zhang, X. Yi, N. Ling, W. Shang] Context Adaptive Lagrange Multiplier (CALM) for Motion Estimation in JM 

JVT-S029 [W.J. Han] CE1: Grouped & run-length VLC of respred & cbp 

JVT-S030 [S. Wittman, T. Wedi] Post-filter SEI for 4:4:4 coding 

JVT-S031 [M. Shima] Modified VLC for refinement pass 

JVT-S032 [W.J. Han] Encoding condition of residual pred flag 

JVT-S033 [withdrawn] <<withdrawn>>
JVT-S034 [B.K. Lee] Complexity reduction and improved FGS 

JVT-S035 [Y.-K. Wang, M.M. Hannuksela, X. Wang] Reference picture marking for key pictures 

JVT-S036 [Y.-K. Wang, A. Eleftheriadis, T.C. Thang] Bug fixes and enh scalability info SEI 

JVT-S037 [S. Liu, H. Li, Y.-K. Wang, S. Wenger, M.M. Hannuksela] Parameter set CRC SEI message 

JVT-S038 [M.M. Hannuksela, Y.-K. Wang] On high-level syntax 

JVT-S039 [Y. Guo, H. Liu, H. Li, Y.-K. Wang, M.M. Hannuksela] On discardable lower layer adaptations 

JVT-S040 [Y.-K. Wang, M.M. Hannuksela] Some constraints to be considered 

JVT-S041 [Q. Shen, H. Li, Y.-K. Wang, M.M. Hannuksela] Ref pic mgm for temporal scalability 

JVT-S042 [H. Liu, H. Li, Y.-K. Wang] Verif Thomson proposal JVT-S049 on RPLR 

JVT-S043 [M. Mathew, K. Lee, W.J. Han] Multi layer quality layers 

JVT-S044 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Enh SNR SVC for layered CGS w/ quality layers 

JVT-S045 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] CE3: Improved quantization 

JVT-S046 [P. Baccichet and A. Chimienti] Err resil by redundant descriptions 

JVT-S047 [B. Haskell] Imp backward compatibility for SVC 

JVT-S048 [S. Takamura, Y. Bandoh, K. Kamikura, Y. Yashima] Perf Eval Lossless Video Coding Extension 

JVT-S049 [Y. Chen, E. Frangois] Spatial enh layer ref pic list construction 

JVT-S050 [withdrawn] withdrawn 

JVT-S051 [J.-Z. Xu] Frame-based selected inter-layer pred 

JVT-S052 [J.-Z. Xu] Verif Samsung JVT-S043 Multi quality layers 

JVT-S053 [T. Kimoto] Verif Samsung JVT-S026 mot pred temporal SVC 

JVT-S054 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] ROI slice SEI message 

JVT-S055 [C. Zhang, L. Yu, L. Xiong] Simplif. Upsampling of IntraBL mode 

JVT-S056 [withdrawn] <<withdrawn>>
JVT-S057 [J.H. Park, S.-W. Park, B.-M. Jeon] CE1: Modif VLC of 8x8 trans for FGS layer 

JVT-S058 [J.H. Park, S.-W. Park, B.-M. Jeon] VLC selector for 4x4 transform blocks 

JVT-S059 [J.H. Park, S.-W. Park, B.-M. Jeon] CE1: Verif Samsung JVT-S029 VLC 

JVT-S060 [J.H. Park, S.-W. Park, B.-M. Jeon] Verif Qualcomm JVT-Sqqq 

JVT-S061 [C. Chen, Y. He] Verif JVT-S022 adaptive VLC in FGS 

JVT-S062 [R. Lange, M. Domanski] Vector median MV pred for SVC  - No presentation requested
JVT-S063 [R. Lange, M. Domanski] Inter-layer MV pred in JSVM: a case study – No presentation requested
JVT-S064 [X. Ji] Improved FGS for interlaced SVC 

JVT-S065 [withdrawn] <<withdrawn>>
JVT-S066 [Y. Ye, Y. Bao] Improvements to FGS layer VLC 

JVT-S067 [G. Sullivan] Position calculation for SVC upsampling 

JVT-S068 [H. Schwarz, J. Reichel, M. Wien, D. Marpe, T. Wiegand] Skip mode for SVC slice data syntax 

JVT-S069 [H. Schwarz, D. Marpe, T. Wiegand] Indep parsing of spatial and CGS layers 

JVT-S070 [H. Schwarz, M. Wien, J. Vieron] Proposal for a JSVM software manual 

JVT-S071 [K. Zhang] Cross-verification of JVT-S055 upsampling 

JVT-S072 [withdrawn] <<withdrawn>>
JVT-S073 [D. Marpe, H. Kirchhoffer, T. Wiegand] CE5: Color transform issues and results 

JVT-S074 [H. Kirchhoffer, D. Marpe, T. Wiegand] Verif of JVT-Sqqq on RCP 

JVT-S075 [M. Wien] CE5: Verif of JVT-Sqqq HHI 4:4:4 proposal 

JVT-S076 [M. Wien] CE1: Verif of JVT-S022 adapt VLC in FGS 

JVT-S077 [J. Ridge, X. Wang, A. Hallapuro, M. Karczewicz, I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Simplification and unification of FGS 

JVT-S078 [B. Haskell] Interop for interlace in AVC/H.264 

JVT-S079 [A.M. Tourapis, K. Suehring, G.J. Sullivan] Updates for reference software manual 

JVT-S080 [A. Eleftheriadis] Management of SVC info using control ops 

JVT-S081 [H. Yu] CE5: Test report 

JVT-S082 [A. Luthra, S. Narasimhan, B. Eifrig] Progressive/Interlace display inference 

JVT-S083 [S. Narasimhan, B. Eifrig, A. Luthra] no_output_of_prior_pics_flag & splicing 

JVT-S084 [W.-S. Kim, D. Birinov, D. Cho, H. M. Kim] CE5: Report of CE on 4:4:4 Coding 

JVT-S085 [W.-S. Kim, D. Birinov, D. Cho, H. M. Kim] SEI for Indep Color Component Coding 

JVT-S086 [A. Segall] Filter design for dyadic resampling
JVT-S087 [A. Segall, L. Kerofsky and S. Lei] Tone mapping SEI 
JVT-S088 [J. Ridge] CE4: Verif Samsung proposal JVT-Sqqq 

JVT-S089 [J. Ridge, X. Wang, M. Karczewicz] An 8x8 VLC for FGS 

JVT-S090 [withdrawn] <<withdrawn>>
JVT-S091 [Y. Ye] CE1: Verif LG JVT-S057 VLC of 8x8 trans 

JVT-S092 [S. Kamp, M. Wien] Local adaptation of AR-FGS leak factor 

JVT-S093 [M. Shima] Verif JVT-S058 VLC for 4x4 blocks
---------- LATE REGISTRATIONS ---------

JVT-S094  [SMPTE]    Intra-only

JVT-S095  [Wenger & Schierl] SVC RTP payload packetization format status

JVT-S096  [Q.-C. Sun] Cross-check of JVT-S051
JVT-S097 [G. Vollbeding] JPEG enhancement
3.2. Major output documents

(Dates listed are planned dates of availability.)

JVT-S200 Meeting report of the 19th JVT meeting [??/??/??]

JVT-S201 Joint Draft 6: Scalable Video Coding [??/??/??]
JVT-S202 Joint Scalable Video Model (JSVM) 6 [??/??/??]
JVT-S203 JSVM 6 Software [??/??/??]
JVT-S204 Joint Draft 3: 4:4:4 coding [??/??/??]
JVT-S205 Joint 4:4:4 Video Model (JFVM) 3 [??/??/??]
JVT-S206 JFVM 3 Software [??/??/??]
3.3. JVT internal output documents

JVT-S070 [H. Schwarz, M. Wien, J. Vieron] Proposal for a JSVM software manual 

3.4. SVC core experiment output documents
JVT-S301 [W.-J. Han] CE1: Grouped & run-length VLC of respred & cbp. [based on ???] (Participants:) [??/??/??]
JVT-S302 [J. Vieron] CE2: Interlace coding [based on ???] (Participants:) [??/??/??]

JVT-S303 [H. Choi] CE3: Switching [based on ???] (Participants:) [??/??/??]

JVT-S304 [B.-K. Lee] CE4: Significant coefficient for PR slices [based on ???] (Participants:) [??/??/??]

3.5. 4:4:4 core experiment output documents
JVT-S305 [T. Suzuki] CE5: 4:4:4 coding [based on ???] (Participants:) [??/??/??]

3.6. Error resilience core experiment output documents
JVT-S306 [S. Rane] CE6: Error resilience [based on ???] (Participants:) [??/??/??]
4. JVT Administrative topics

4.1. Administrative documents
JVT-S000 List of documents of Geneva meeting 

JVT-S001 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] AHG Report: Proj mgmt and errata 

JVT-S002 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text and ref soft 

JVT-S003 [T. Suzuki] AHG Report: Bitstreams & conformance 

JVT-S004 [L. Bivolarski, J. Vieron, H. Schwarz, M. Wien] AHG Report: JSVM s/W and new func. integ. 

JVT-S005 [J. Reichel, H. Schwarz, M. Wien] AHG Report: JSVM & JD text 

JVT-S006 [S. Sun, A. Segall, J. Reichel] AHG Report: Spatial scalability resampling 

JVT-S007 [Y.-K. Wang, S. Pateux, M.-H. Lee] AHG Report: High-level syntax, err resil 

JVT-S008 [M. Wien, H. Schwarz] AHG Report: Coding eff & JSVM perf test cond 

JVT-S009 [T. Suzuki] AHG Report: Study of 4:4:4 functionality 

JVT-S010 [J. Vieron, H. Schwarz] AHG Report: SVC interlaced coding 

JVT-S011 [N. Cammas, Y. Bao] AHG Report: Improved FGS coding 

JVT-S012 [M. Mathew, J. Li, H. Schwarz] AHG Report: Discardable and multi-layer R-D 
Some lower layer residuals are not used for inter-lazer prediction and can thus be discarded.  JVT-R050 and <jvtßr064 proposed. Related contibutions to this meeting#

S069 indep lazer parsing ß helps create discardable lazers

S043 discardable <fgs lazers#

S051 frameßbased extension of temporal level concept of <<JVTßR064.

S039 proposal to separate data used for interßlazer prediction from data not used as such

(qq German keyboarding problem – to fix.)
JVT-S013 [G.J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand] Report of previous (Bangkok) meeting (JVT-R200) 

4.2. IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization.
4.3. Late documents

No objections were voiced to the consideration of the late documents.  Documents listed in this report in italics and with a "-L" suffix to their document numbers were classified as late. Those documents marked with [Not available at first meeting day] will only be considered as information documents at the end of the meeting if time permits.
JVT-S015 [D.Y. Suh, G.H. Park, J. Oh, M.W. Park] Extension of Redundant Pics for Lost Key Pics 

JVT-S020 [T. Tran, L. Liu, P. Topiwala] High-perf low-complexity SVC up/down sampling 

JVT-S041 [Q. Shen, H. Li, Y.-K. Wang, M.M. Hannuksela] Ref pic mgm for temporal scalability 

JVT-S042 [H. Liu, H. Li, Y.-K. Wang] Verif Thomson proposal JVT-S049 on RPLR 

JVT-S052 [J.-Z. Xu] Verif Samsung JVT-S043 Multi quality layers 

JVT-S059 [J.H. Park, S.-W. Park, B.-M. Jeon] CE1: Verif Samsung JVT-S029 VLC 

JVT-S068 [H. Schwarz, J. Reichel, M. Wien, D. Marpe, T. Wiegand] Skip mode for SVC slice data syntax 

JVT-S069 [H. Schwarz, D. Marpe, T. Wiegand] Indep parsing of spatial and CGS layers 

JVT-S070 [H. Schwarz, M. Wien, J. Vieron] Proposal for a JSVM software manual 

JVT-S071 [K. Zhang] Cross-verification of JVT-S055 upsampling 

JVT-S073 [D. Marpe, H. Kirchhoffer, T. Wiegand] CE5: Color transform issues and results 

JVT-S074 [H. Kirchhoffer, D. Marpe, T. Wiegand] Verif of JVT-Sqqq on RCP 

JVT-S076 [M. Wien] CE1: Verif of JVT-S022 adapt VLC in FGS 

JVT-S079 [A.M. Tourapis, K. Suehring, G.J. Sullivan] Updates for reference software manual 

JVT-S080 [A. Eleftheriadis] Management of SVC info using control ops 

JVT-S081 [H. Yu] CE5: Test report 

JVT-S085 [W.-S. Kim, D. Birinov, D. Cho, H. M. Kim] SEI for Indep Color Component Coding 

JVT-S086 [A. Segall] Filter design for dyadic resampling 

JVT-S088 [J. Ridge] CE4: Verif Samsung proposal JVT-Sqqq 

JVT-S089 [J. Ridge, X. Wang, M. Karczewicz] An 8x8 VLC for FGS 

JVT-S091 [Y. Ye] CE1: Verif LG JVT-S057 VLC of 8x8 trans 

JVT-S093 [M. Shima] Verif JVT-S058 VLC for 4x4 blocks

JVT-S094  [SMPTE] Intra-only

JVT-S095  [Wenger & Schierl] SVC RTP payload packetization format status

JVT-S096  [qq] Cross-check of JVT-S051

JVT-S097 [G. Vollbeding] JPEG enhancement

5. JVT SVC normative modifications
5.1. CE 1 & related docs: CAVLC & FGS
JVT-S029 [W.J. Han] CE1: Grouped & run-length VLC of respred & cbp 

JVT has recently integrated the CAVLC coding scheme to SVC. This contribution shows that in hierarchical B and multi-layer structure, direct VLC coding scheme encodes certain syntax elements such as residual_prediction_flag and cbp very inefficiently compared to CABAC since every symbol of macroblock is encoded separately whereas the symbols have very consistent correlation as temporal levels become higher. In this contribution, max-length limited run-length or simple skip coding techniques are applied to encode a group of cbp and residual_prediction_flag and it is shown that the average bit-rate reduction per layer can be easily up to 8% at lowest bit-rate points of 4CIF sequences in spatial scalability test configuration without changing the fundamental structure of the decoder.
Presented.

Notes 1:

Inefficiency of CBP esp. at high QP.

Concept – Set up run-length coding of CBP across different non-skipped macroblocks.  Establish a maximum run value and assign a short codeword to that value.  The run-length is sent with the first macroblock in each run.  Requires look-ahead across future macroblocks before sending bits for first macroblock in each run.

Alternative is to code a skip flag / skip run.

Also discusses coding of residual prediction flag.

Advocates being able to switch between different methods.

Software provided with contribution, and have had proposals at previous meetings.

Notes 2:

Analyse in detail encoding of syntax elements at MB level, with emphasis on CBP and residual pred. flag. Of particular importance are cases with long runs of zero symbols (e.g. CBP). Apply runlength coding of zero CBP values. “Normal” Skipped MB method is not considered (currently no implementation of skip flag in SVC EL), he “skip mode” mentioned in the proposal is another variant of the runlength method. Run is sent at first MB. Similar gain could potentially be achieved by implementation of the “normal” skipped MB flag in EL as proposed in S-058, which however would not need t change the current  AVC design.First step should be implementation of skipped MB flag, and then potential further improvements (e.g. allowing a skipped MB with inter-layer prediction) should be shown in ongoing CE.

Conclusion: Implement AVC-based skipped MBs in SVC EL, investigate further improvements in continued CE 
Continue CE on Grouped & run-length VLC of respred & cbp.
JVT-S059 [J.H. Park, S.-W. Park, B.-M. Jeon] CE1: Verif Samsung JVT-S029 VLC 

Presented.

Verified JVT-S029 using some older video sequences.  Used software provided by Samsung.  Results seem consistent with those reported in JVT-S029.

JVT-S068 [H. Schwarz, J. Reichel, M. Wien, D. Marpe, T. Wiegand] Skip mode for SVC slice data syntax 

In order to unify the slice data syntax structures for AVC and SVC NAL units, it is proposed to add the syntax elements mb_skip_run / mb_skip_flag, and thus the Skip mode, to SVC NAL units. The coding efficiency was analyzed for spatial scalability using a low-delay and a high-delay configuration and 6 test sequences. Bit-rate savings between -2% (rate increase) and 30% have been measured. For VLC an average bit-rate saving of about 6%, and for CABAC an average bit-rate saving of about 2% is reported.

Presented.

There seems to have been no particular reason why we have not supported MB skipping in SVC as it is done in AVC base layer.

Significant gains shown.  Up to 30% gain.  Average 6% for VLC and 2% for CABAC.
Showed results with container (largest gain), mobile, paris, city, football, soccer. Relationship with JVT-S029, but could be implemented without changing existing AVC concepts.

Seems to be a bug fix, completely consistent with the existing base layer design.

Remark: Should we use inter-layer prediction always for skipped macroblocks?

Ans: We can consider that question later – for now this method seems most well aligned to slice data syntax of base layer – can possibly further improve later by considering such modifications.

Adopted.

Plan to continue CE investigation of other alternatives & variants within context of CE on Grouped & run-length VLC of respred & cbp.
JVT-S069 [H. Schwarz, D. Marpe, T. Wiegand] Indep parsing of spatial and CGS layers 

In the current JD/JSVM, the slice data syntax is conditioned on partially decoded base layer data. Before parsing an CGS or spatial enhancement layer, all lower layer slices in an access unit need to be parsed and the resampling process for motion data has to be carried out for all lower resolution layers. It is proposed to modify the SVC slice data syntax and the parsing process in a way that enables independent parsing for CGS and spatial layers. The advantages are mainly seen in a reduction of the required decoder complexity. With that modification it is also possible to omit the transmission of slices that only contain macroblocks that are not used for inter-layer prediction. Thus, a more efficient representation of enhancement layer bit-streams could be obtained when the base layer data are partitioned into used and unused macroblocks using slice groups. The coding efficiency loss that results from the proposed modifications has been analyzed for a wide range of configurations for CGS and spatial scalability. The average measured rate increase is less than 1 %.

Presented.

Proposes simplification of syntax (intra base & base layer refinement flags)

Seems to decouple and simplify the design overall.  Only for CGS and spatial scalability.

Software and text are available.

Some hesitation was expressed about some of the changes, e.g., due to an interest in improving some of the features that this proposal would remove and due to limited time for review.

Remark: Some fix is needed, as we don't know how to precisely write the description of the decoding process according to the way the design works without these modifications.

It was suggested to put this feature into the design as an option for the time being.  A reaction was expressed to adopt this into the JSVM software as an option but have it turned off by default for experiment planning purposes for this meeting cycle.  Adopted as an option turned off by default.

Create AHG on complexity reduction. Expect further study in AHG on complexity reduction.
JVT-S057 [J.H. Park, S.-W. Park, B.-M. Jeon] CE1: Modif VLC of 8x8 trans for FGS layer 

Presented.

In CAVLC FGS, 4x4 and 8x8 blocks share the same VLC code table whose suffix length is 2 bits. However, since long codewords are assigned to large symbols in 8x8 block, the code table does not provide good performance when the run value in the significance pass is big. In JVT-R051 new VLCs assigning the shorter codeword to the large symbol was proposed. The key idea of JVT-R051 is to simply increase the remainder suffix bit length for start-step-stop code instead of 2 bits, so that the length of the codeword for large symbol is reduced. Unfortunately, JVT-R051 could not provide decoder results due to the software problems. In addition to decoder results of JVT-R051 for the 3bits suffix, this contribution proposes the newly designed VLC code table for 8x8 block which matches the probability distribution of symbols and enables simple encoding and decoding operations. With the proposed VLC, average 5.64% bit saving is obtained at test conditions specified in JVT-R301.
Reports a bad fit to pdf for current VLC.

Results with 3 FGS layers: 4.4% QCIF, 6.0% CIF, 7% 4CIF.

Bit rate saving is reported for the case of 3 FGS layers in total, i.e. for the highest rate. Proponent says that the gain may be less for less FGS layers. Perform offline discussion with proponents of JVT-S089 which seems to be similar but less diverging from current design. 

Create AHG on CAVLC. Discuss this in AHG on CAVLC.
JVT-S091 [Y. Ye] CE1: Verif LG JVT-S057 VLC of 8x8 trans 

Presented.

Different results on Soccer sequence – better than what is reported on JVT-S057 in that case.  Otherwise the same results.
JVT-S089 [J. Ridge, X. Wang, M. Karczewicz] An 8x8 VLC for FGS 

Presented.

Current JSVM uses flags to code significance values.  Suggests to use the de-interleaving concept already found in AVC for FRExt CAVLC of 8x8 blocks.  Try to retain consistency with prior design.  Test results incomplete – but with 2 FGS layers, roughly 5% improvement reported.
Discuss this in AHG on CAVLC.
JVT-S058 [J.H. Park, S.-W. Park, B.-M. Jeon] VLC selector for 4x4 transform blocks 

In the significance pass for 4x4 transform blocks, run value is encoded by modified start-step-stop VLC codes which are characterized by a cutoff parameter, ‘m’. In JVT-Q040, it is claimed that the optimal value of ‘m’ depends on both the starting position of the cycle (called ScanIndex) and the position of the last-coded coefficient in the base layer (called BaseLastIndex). However, it has been observed that the BaseLastIndex has no great influence on overall coding efficiency under the constraints that VLC selector, which is 2D array specifying ‘m’ value at some combinations of ScanIndex and BaseLastIndex, has to satisfy monotonic increase and ‘m’ value in VLC selector is limited by 4. From the observation, this contribution introduces the modified VLC selector without BaseLastIndex factor to improve coding performance.
Presented.

Proposes to eliminate BaseLastIndex dependency.  Also proposes to eliminate constraints of monotonic increase and limit of 4.

Claim is mainly simplification with minimum change in PSNR results.

Remark: Related to JVT-S066, which reportedly has better results.

JVT-S093 [M. Shima] Verif JVT-S058 VLC for 4x4 blocks

Used software provided by LG.  Got successful verification.
JVT-S066 [Y. Ye, Y. Bao] Improvements to FGS layer VLC 

This contribution proposes several modifications to the current VLC coder for FGS layer coding to improve coding efficiency.  It is observed that the coding performance gap between the current VLC FGS coder and CABAC-based FGS coder is significantly larger than that between the base layer CAVLC coder and base layer CABAC coder.  With the proposed algorithms, the bit rate of FGS layer can be reduced by as much as 15.45% for the SNR test conditions specified in JVT-Q205, with considerable reduction in complexity at the same time.
Proposes:

· Modified significance coding

· Modified refinement coding

· Modified luma & chroma CBP coding (exp-Golomb runs of CBP of same value)

Try to better adapt to statistics of significance pass (beyond the capabilities already in S3 code) by adding a codebook with more flat behaviour. For refinement pass, 3 symbols are allowed instead of separate magnitude & sign (claim of reduced complexity), group each 3 refinement coefficients together (making 27 symbols). Also modify CBP coding (if base layer is CBP=1, it is inherited to enhancement layer (claim of reduced complexity). Improves current CAVLC performance by 5-6 % (for the enhancement layer).

Remark: How do we really estimate complexity and performance impact of these things?

JVT-S031 [M. Shima] Modified VLC for refinement pass 

This contribution presents the modification to improve the compression efficiency of refinement pass VLC coding by conditionally expanding the object of grouping operation to reduce the number of ungrouped symbols.  The simulation results of this contribution are reported to show up to 1.29% bit-saving (about 0.9% bit-saving on average) using the SNR test condition.
Presented.

Re-allocate into cat 5.12 (non-VLC FGS issue).
JVT-S022 [S. Lin, L. Xiong, P. Zeng, J. Zhou] Complexity-reduced adaptive VLC in FGS 

JVT-Q040 introduced a VLC technique called adaptive VLC to code the symbol CBP (Coded Block Pattern). Dependent on the information from base layer, this contribution presents the modification attempts to reduce the complexity for adaptive VLC by reducing the complexity of the selecting process, and omitting the updating and scaling processes which are the key component of adaptive VLC at the reported cost of 0.008% bit rate increase on average. Sometimes a little bitrate saving is reported.
No condition operations (instead of 32), no comp (inst.18), 66 instead of  9 bit operations, 16 instead of 4 arithmetic. Further consideration to be done in breakout group.
No condition operations (instead of 32), no comp (inst.18), 66 instead of  9 bit operations, 16 instead of 4 arithmetic. Further consideration to be done in breakout group.

JVT-S076 [M. Wien] CE1: Verif of JVT-S022 adapt VLC in FGS 

Cross-check OK, checked that changes reported in document match the software; cannot comment the details about precise amount of complexity reduction.
Re-allocate to cat. 5.12 (non-VLC FGS issue).

JVT-S077 [J. Ridge, X. Wang, A. Hallapuro, M. Karczewicz, I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Simplification and unification of FGS 

It is proposed to modify the FGS coding order so that only the lowest scan position is coded in each cycle, as is done in low-delay FGS (AR-FGS) proposed in JVT-R077.  This can lead to greatly reduced implementation complexity, while unifying the FGS design.  The approach is similar to one proposed in JVT-O055 and also incorporates JVT-R069 to yield further complexity reduction on specific platforms.  Results indicate that, in addition to simplifying the design, a slight coding efficiency gain is possible.
Re-allocate to 5.12

Unification of FGS and AR-FGS: Remove the mechanism from AR-FGS that refinement values from a discrete base layer are coded prior to other values. Introduce “subband oriented” processing instead of “block based” processing which means that coefficients are only loaded once into memory (instead once per cycle). Vector mode of JVT-R069 is introduced. Significance and refinement passes in AR-FGS are fully interleaved.  Results: For FGS, typically loss of 0.03 dB at start of FGS layer, gain of 0.1 dB at higher end. For AR-FGS, <0.1 dB loss at start, no loss at higher end. Mobile shows more dramatic deviations, but this is probably due to different allocation between luma and chroma). Memory accesses reduced by approx. 4-8, further discuss in breakout group.

Report of breakout group: long discussions and excellent collaboration

Significance Coding in 4x4 block
· Scheme in JSVM4.x

· Combine EOB and runs into same symbol set and signal the index of EOB within the symbol set for each cycle in slice header

· Encode the combined symbol set using S3 codes, with cut-off threshold depending on the coding cycle and the index of the last significant coefficient in the base layer

· Related proposals

· JVT-S058 removed the dependency of cut-off threshold on base layer to simplify the design

· The dependency is weak

· JVT-S066 replaced some S3 codebooks with codebooks of more different statistical properties

· The original S3 codes do not capture the actual distribution of Run/EOB

· Recommendation of the group

· Remove base layer dependency from JVT-S066, so only 1-D array is needed to signal selection of VLC codebooks as proposed in JVT-S058

· Simulation results already been obtained. Compared with JVT-S066

· Improved for QCIF sequences due to reduction of signaling overhead

· Almost the same for CIF and 4CIF sequences

Adopted
Significance coding in 8x8 block
· Scheme in JSVM4.x

· Encodes the run/EOB in unary codes

· Related proposals

· JVT-S057 proposed a new codebook for coding run/EOB to better match the actual distribution

· JVT-S089 proposed to use similar strategy in AVC/high profile

· De-interleaving 64 coefficients in zigzag order into 4 groups of 16 coefficients

· Code each group using the 4x4 VLC coding scheme 

· Recommendation

· Addressed in FGS AHG

Consider significance coding of 8x8 transform coefficients in PR slices in AHG on CAVLC
Refinement coding
· Scheme in JSVM4.x

· Process refinement coefficients in blocks

· Encode magnitude and sign in separate groups

· Flushing at the end of the block ( results in ungrouped symbols

· Adaptive estimation of probability

· Related proposals

· JVT-S031

· Reduce the amount of ungrouped symbols

· Adaptive estimation of probability

· JVT-S066 

· Define ternary symbol to include both magnitude and sign information to simplify symbol grouping

· Eliminate the ungrouped symbols

· Both solutions improve coding performance, JVT-S066 performs better for the first and second FGS layer, while JVT-S031 is better on the third layer 

· Recommendation of the group

· Incorporate probability estimation into JVT-S066 to improve coding efficiency at high FGS layers

· Second ternary table already added to JVT-S066 software

Adopted
MB CBP coding
· Scheme in JSVM4.x

· Encodes Luma CBP using adaptive VLC and Chroma CBP in flags

· Related proposals

· JVT-022 proposed to improve Luma CBP coding

· Flip enhancement layer Luma CBP bit if base layer CBP bit is 1

· Code the processed MB Luma CBP using one of five VLC tables based on number of nonzero CBP bits in the base layer

· Decrease complexity with no change in coding performance

· JVT-S066

· Encode runs of Luma CBP and Chroma CBP using exp-Golomb codes

· Skip Luma CBP bit if its base layer bit is 1

· Low complexity with no statistical estimation and VLC tables

· Improves the coding efficiency

· Recommendation of the group

· Adopt the new Luma and Chroma coding scheme proposed in JVT-S066

Adopted
Unified FGS coding order
· JSVM4.x has two different coding orders

· Original cycle-based coding order

· Subband coding order proposed in R077

· The coefficients are decoded subband by subband

· Next run will not be decoded for a block if scanning has not reached end of the previous run

· A separate loop to code the refinement coefficients for those already significant in the base layer

· Related proposal, JVT-S077

· Always use the subband scanning order

· Remove the separate refinement coding loop

· Use vector coding mode originally proposed in JVT-R069

· Decode at least certain amount of coefficients (zero/nonzero) from a block before moving to the next block

· Signal the vector length in the PPS

· Some discussions within the group

Adopted.
5.2. CE 2 & related docs: Inter-layer motion prediction
JVT-S026 [K. Lee] CE2: Inter layer motion pred of temporal SVC 

[AAA]
Reports on concept of JVT-R037, which includes the “motion reversing” method in the previous concept. Complexity is estimated as similar to TDM. In worst case, aprox. 202,000 additional memory (16 bit) required per picture. TDM was implemented now, giving approx. 0.48 %  in average and max. 1.5 % bit rate savings over not having it (new SW selects SDM or TDM). Proposed technique gives 5.6 % maximum and 1.6 % average over this configuration. It would be necessary to double the mv memory (list 0 and list 1 required) for each reference picture, because the MV selected by the proposal could be different from TDM, which cannot be foreseen by the decoder.
Not adopted. Close CE.
JVT-S053 [T. Kimoto] Verif Samsung JVT-S026 mot pred temporal SVC 

The purpose of this report is to verify JVT-S026. It has already been verified that the proponents’ results can be reproduced without any problem. In this report, implementation inspection was carried out.
Results verified.

Re-allocated to section 5.5

5.3. CE 3 & related docs: Improved quantization
JVT-S045 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] CE3: Improved quantization 

This document presents results obtained in the Core Experiment 3 on quantization. The proposed technique is based upon embedded refinement technique and adaptive offset of the reconstruction value. Following Bangkok presentation, this technique has been integrated in latest JSVM software (tag 4.2) in order to assess the gain obtained. Evaluations lead on JSVM 4.2 have shown that, when using closed loop encoding, there is no gain by using the proposed embedded quantization technique. There is rather a PSNR degradation of about 0.1 to 0.3 dB. We thus recommend to stay with JSVM implementation of progressive quantization and to close studies on this subject.

Close this CE.

5.4. CE 4 & related docs: Interlaced Coding
JVT-S017 [J. Vieron, E. Francois, V. Bottreau] CE4: Report on interlaced SVC 
Software presently validated for release, most probably finalized within one week.
JVT-S018 [J. Vieron, E. Francois, V. Bottreau, H. Schwarz, T. Hinz, S. Sun] CE4: Inter-layer pred for interlace/prog SVC 

This contribution proposes to extend inter-layer prediction processes in order to support any combinations of interlace/progressive scalability. It is a merging of proposals JVT-R014, JVT-R019, JVT-R030 and JVT-R063 made to the 18th JVT meeting. The problem of inter-layer motion prediction addressed here is considered at a macroblock level, and all possible macroblock modes as defined in the base standard are taken into account. The current proposal avoids in-depth modifications, by introducing an intermediate level, called Virtual Base Layer. This intermediate layer avoids or at least significantly limits modifications to the JD5 motion and texture upsampling processes.
Report gains of up to roughly 1.3 dB over current SVC, but results are available only for a relatively small number of sequences currently. 
Remark: For continuation of CE and possible further improvements of interlaced tools testing conditions need improvement and clear definition until end of the week.

Software to be used as basis for ongoing CE4.

Adopted interlaced tools as proposed in JVT-S018 into JSVM. Discuss about SW integration schedule later.  
JVT-S027 [K. Lee] CE4: Progressive to interlace motion pred 

This proposal introduces a solution to free the restriction of inter layer motion prediction in JVT-R063 with progressive to interlace configuration. Performance improvement with 176x128 resolution and IP chain structure (key picture only) is reported to be up to 5.4% bit saving (average 2.8%). Performance improvement with CIF resolution and IP chain structure (key picture only) is reported to be up to 5.3% bit saving (average 2.3%). Performance improvement with 176x128 resolution and hierarchical B structure is reported to be up to 3.4% bit saving (average 1.9%). Performance improvement with CIF resolution and hierarchical B structure is reported to be up to 3.2% bit saving (average 2.0%).
Is modification of JVT-S018. Results only given for sub-QCIF (which is unrealistic) and only 2 layers. Technique may not work with more than 2 layers. No gain for SD sequences. No evidence for any decision at this time.
JVT-S023 [Q. Xie, L. Xiong] A layer prediction for interlace 

In interlace coding for SVC, when base layer is interlaced, enhancement layer is progressive, and this two layers have the same frame rate, splitting the interlaced frame to fields and using the fields to predict corresponding enhancement layer frame, in this way interlayer prediction can be more effective in interlace.
SDI -> SDP average gain is 7.6 %.  SDI -> 720P no gain. With the current proposal, inter-layer prediction would be performed from pictures outside the same access unit which is not foreseen in the current architecture. Breaking this concept would not be justified by the gain reported. Results were made based on SW version from 2 weeks ago that seemed to be buggy; newest version of JVT-S018 shows already improved PSNR. 
Further study encouraged in ongoing CE on interlace.
JVT-S088 [J. Ridge] CE4: Verif Samsung proposal JVT-Sqqq 

The results presented in JVT-S027, and attached as an excel file, have been independently verified.
Confirmed.

JVT-S064 [X. Ji] Improved FGS for interlaced SVC
In a previous proposal JVT-R083, the technique of open-loop motion compensation is used between the top and bottom fields which belong to the same frame picture to efficiently exploit the temporal redundancy for interlaced sequences. In this proposal, we extend this basic idea to low-delay applications. The basic idea is that the motion-compensated prediction signals for P-slice of bottom fields are formed from partially reconstructed enhancement layer representation or the weighted combination reference between the base layer and the highest quality representation. Different from AR_FGS coding method, only one motion compensation loop is required for bottom fields’ base layer and FGS enhancement layer decoding, while the top fields are coded with AR_FGS to effectively reduce drifting error propagation. Compared with the implementation of AR_FGS [1] in interlaced SVC software, the new approach is able to significantly reduce complexity and meanwhile, maintain comparable compression performance.
Propose to use AR-FGS for top fields, and open-loop prediction for bottom field (can be done with current SVC). As an extension, weighted prediction with alpha <1 could be used for bottom field, no results on that. Information on encoder optimization welcome (in case that low-delay interlaced is needed), no need for any decision on other issue.

Group does not see much support for the combination of low-delay, FGS, and interlace coding.

5.5. Resampling

Adhoc report given by S. Sun. No visual tests were performed. In particular for chroma upsampling, no difference was visible, or the only difference visible was due to difference in luma (confirmed by Tobias). Different MB modes may be selected, but not possible to say which is better. 
JVT-S055 [C. Zhang, L. Yu, L. Xiong] Simplif. Upsampling of IntraBL mode 

This proposal continues to propose using 2-tap bilinear filters for the up-sampling process of chroma texture of IntraBL mode, which is also described in JVT-Q078 and JVT-R065. New results based on JSVM 4_2 are presented.
Tested both dyadic and both dyadic cases, IDR pictures. Maximum PSNR loss 0.02 dB.
Due to different chroma upsampling filters, different MB modes may be selected. Worst case for Mobile, where luma is worse by 0.1 dB 

Perform additional test with sequences Mobile and Paris, where mode decision is only based on luma. Necessary to judge in particular at low rates. Test is necessary to exclude that chroma artifacts are introduced due to the new filters. 
In general  many people in the group seem to agree that bilinear filters for chroma are reasonable. 

Adopted.
JVT-S071 [K. Zhang] Cross-verification of JVT-S055 upsampling 

The purpose of this report is to verify the proposal JVT-S055 Simplification of Up-sampling process. As a verification task, coding performance check was carried out. 

Results were verified.
JVT-S067 [G. Sullivan] Position calculation for SVC upsampling 

The upsampling operation currently found in the JSVM for extended spatial scalability (ESS) uses a particular method of calculating the position and phase information when upsampling the low-resolution layer.  That method relies on the use of an approximate division operator.  The division operator in the JSVM was recently modified in response to JVT-R018 to fix some problems in it.  However, it still has relatively-high computational complexity.  This contribution proposes an alternative method of computing the position and phase information, refining upon a method previously presented in JVT-R067, and reportedly resulting in much lower computational requirements than the JSVM without any significant loss of accuracy.  In nearly all cases, the position and phase calculated by the two methods would reportedly be the same.  However, the contribution asserts that the proposed method can reduce computational requirements significantly – e.g., by reducing nominal dynamic range requirements substantially (by tens of bits).  The necessary supported relationships between luma and chroma positions are also discussed and adjustments are made in the proposed method to account for these relationships.  Software accompanies the contribution for illustration and cross-check purposes.
The least complex version could be multiplier-free design for 16 bit arithmetics, which would however show rounding errors as compared to current JSVM. 32 bit version would give “virtually” the same result as current JSVM in most cases (no deviations found so far), but could theoretically be different in some up-sampling ratios. For the 16-bit implementation and largest picture width (8192 in EL) the accuracy would be approx. 1/8 pixel at the edges. S. Sun, J. Xu and G.S. should report back on the precise savings in computation operation and maximum possible errors.

JSVM: 1 mul 16x16 with 32 bit result, 1 mul 32x32 with 32 bit result, 2 adds 32+32 with 32 bit result, 1 shift 32 -> 16. New method (16 bit) would need 3 adds 16+16 with 16 bit result, 2 shifts 16 -> 16.

Needs to be performed once per column and once per row. 

Adopted.
JVT-S020 [T. Tran, L. Liu, P. Topiwala] High-perf low-complexity SVC up/down sampling 
Presented.
Remark: Proposed upsampler looks like Catmull-Rom / Lanczos-2.
Remark: When QP is smaller in enhancement layer, the base layer is starved of bits and the enhancement layer will essentially act like a single-layer codec.  Under such conditions, the down/upsampling method doesn't much matter.

Remark: Should use Bangkok-output test conditions for resampling evaluation.
Further study in AHG on resampling.
JVT-S086 [A. Segall] Filter design for dyadic resampling
Observation that coding efficiency in IDR could be improved by 2-3% by selecting the correct upsampler with the current downsampler. For lower QP, upsampler should have better highpass properties. The selection of the best upsampling filter is not independent on the target of EL QP.

(Thomas shows additional figures) Typically, 50% of base layer rate can be transferred to the EL (i.e. is usable for prediction). In particular problem arises that the prediction from base layer is less efficient in cases of sequences with aliasing (e.g. Mobile). Selecting other upsampling filters may be beneficial in such cases. 

Further study in AHG on resampling.
JVT-S016 [S. Sun] Upsampling filter design with cubic splines 

In SVC, the texture signal of a base layer is upsampled using a set of 6-tap filters before it is used as prediction signal for the enhancement layer.  The 6-tap filters are derived from the Lanczos-3 function and defined in a pre-fixed filter table.  This contribution introduces a matrix-based representation of a set of 6-tap filters, which showed very similar frequency response to that of Lanczos3 filter.  In addition, this contribution also introduces a matrix-based representation of a new set of 4-tap filters, which has wider pass-band than the popular Catmull-Rom filter.
Could lead to a simplified design, as preliminary results indicate that the 4-tap filters are not giving worse results.

Further study in AHG on resampling..

JVT-S095  [Wenger & Schierl] SVC RTP payload packetization format status
Information document, was heard.

5.6. Lossless Coding

JVT-S024 [Y.L. Lee] Lossless coding for SVC 

The JSVM supports various scalable functionalities such as temporal, spatial, and SNR scalabilities. However, JSVM does not support lossless coding at this moment. The lossless coding, which was already adopted in Advanced 4:4:4 profile is proposed for SVC. The lossless coding in JSVM4 codec was implemented to verify the performance of the proposed lossless coding. It is reported that the lossless coding in SVC gives better coding efficiency compared with lossy coding of when QP=0 in SVC. The lossless coding which performs Intra residual DPCM reduces the bit-rate approximately 15% and 8% on average in Base Layer and Base+Enhancement Layer with Intra coding. As a reference, the results were cross-verified by Sharp Lab. using YUV 4:2:0 data format at the Redmond meeting and were cross-verified by Samsung AIT using RGB 4:4:4 data format at the Redmond meeting.
This is a contribution on lossless coding for 4:2:0 - single layer. It does not touch on SVC.

Questioned requirement on lossless coding for 4:2:0. There was nobody in the room who needed 4:2:0 lossless.
The notes above seem wrong after further discussion.

Actually, the results are SVC results.  What was done was to use ordinary transform bypass for lossless enhancement, and ordinary FRExt intra prediction for all but two intra prediction modes of intra macroblocks, and the DPCM trick for horizontal and vertical intra prediction modes.

Test coded a base layer losslessly and coded a spatial scalability layer losslessly on top of that.

New version provided to clarify the interpretation of the compression ratio results in the scalable case.

Requirement is SNR scalability to lossless.

Our understanding is that since this design is the same thing that we have in our current Advanced 4:4:4 profile design, we think it should also be considered to already be part of our SVC design for 4:4:4.  It's just a matter of making sure the drafting and software work gets done.  Note that within the Advanced 4:4:4 profile, this lossless coding technique is also applied in the 4:2:2 and 4:2:0 cases, but only for decoders using the Advanced 4:4:4 profile.  Thus it's a profiling issue to determine which profiles contain this.  It should go into the draft in a general way.
JVT-S048 [S. Takamura, Y. Bandoh, K. Kamikura, Y. Yashima] Perf Eval Lossless Video Coding Extension 

In this contribution a complexity evaluation and compression comparison with FRExt lossless coding is presented.  According to the reported results, the lossless enhancement coding complexity is about 10-20% of base layer coding in inter-prediction coding.  Inter compression performance is comparable with FRExt non-scalable coding (about 2.5 points increase).  Intra coding performance is comparable with Motion JPEG2000 (about 4.6 points increase).
Presented.

SNR scalability lossless enhancement.  Suggested military, professional, and archival applications.

Transform-domain lossless enhancement.

Claims 20% fewer bits than spatial-domain lossless residual coding.

Follows up on JVT-R032.  Notes from Bangkok report:

"Analyzes special numerical properties of JVT transform matrix."

"Overall result at lossless reportedly about 3% worse than M-JPEG2000 using intra-only compression (and significantly better, of course, when using interframe prediction)."

"Performance relative to current FRExt lossless coding?  Can report at future meeting."

"Looks interesting, but a bit complicated.  It seems unlikely that any lossless coding method that is not very simple would be adopted in the current scope of the SVC work."

x264 supports 4:2:0 FRExt-style lossless coding used in a non-scalable way. (Not the new Advanced 4:4:4 method, but the old FRExt method.)
Compression performance: (old) FRExt better on IBBP test and new IPPP test.  Proposal better on I-only.

Remark: This is a scalable approach.  What if compare to latest FRExt Y.-L. Lee method used in a scalable way? (Both in terms of complexity and compression ratio.)
Remark: How important is lossless in SVC?  (for 4:2:0?)
Lossless is a "should" in the SVC requirements document, indicating that it is considered essential for some applications (e.g., for military surveillance and professional applications).  Should this be interpreted as a requirement for all color formats?  We consider this primarily a 4:4:4 requirement, and perhaps also 4:2:2, with it maybe being a "nice to have" for 4:2:0.
The desire for simplicity expressed at the last meeting remains a concern for any further study.
5.7. Error Resiliency

JVT-S015 [D.Y. Suh, G.H. Park, J. Oh, M.W. Park] Extension of Redundant Pics for Lost Key Pics 

This contribution proposes a method to recover lost key pictures in the client. The method is an extension of the concept of redundant coded picture. While the previous redundant picture is used to protect only a key picture, this contribution enables to recover one lost picture out of multiple key pictures by using the same amount of redundancy. The redundant coded key picture is generated by performing XOR operation on key pictures of interests. The proposed method is reported to show very good performance under the packet loss condition recommended by JVT.
Presented.

Considers impact of loss of pictures that affect multiple pictures.  Suggests using FEC (actually XOR) across multiple coded pictures, e.g., to protect most important QCIF pictures in a 2-layer scheme with QCIF and CIF layers.

Used common loss conditions - 4000 frames.

Remark: Can this functionality be provided by the systems level?  Proponent: The expertise about exactly what to do may not be there at the systems level.

Remark: Suggesting FEC across PCPs or RCPs?  Proponent: Either one.

Remark: How does decoder know which packets were the input to the FEC?  Proponent: Haven't worked that out yet completely.
Differences from JVT-S025?

1) Applied to PCP, versus JVT-S025 applying to RCP.

2) XOR assumed, JVT-S025 also considers more fancy FEC

For further study, categorized together with JVT-S025.

Related also to JVT-S046, but that is about redundant slices in the video sense, not the channel coding sense.

Software needs some slice functionality and error concealment functionality in order to test this.  Proponent volunteers to work toward adding such functionality into reference software.

JVT-S021 [J. Jia, H.K. Kim, H.C. Choi, J.G. Kim] SP picture for SVC 

This proposal describes SP-Picture in SVC. SP-Picture in SVC base layer is implemented in this contribution. SP-Picture in SVC enhancement layer is also discussed with the investigation of algorithm and syntax modifications. Primitive results illustrating the performance comparison of SP-Picture to I-Picture in SVC base layer are given in this contribution. For low motion test sequences, around 1dB enhancement on average PSNR are reported to be obtained by using SP pictures compared with using I pictures based on the same bit rate. For high motion test sequences, similar performance of using SP-Picture and I-Picture is reported from the experimental results. 
Presented.

(not really especially an error resilience contribution, although that is one use - may recategorize as appropriate)

Example: Fast-forward from Base layer to enhancement layer.

Example: Switching up from Base layer to enhancement layer.

Several other examples.

Put SP pictures at key picture positions in Base layer.

Syntax impact looks straightforward - similar to SP in base layer.

Is the SP concept more effective for SVC than it was for the base layer?  There is still some interest in this concept/functionality - it does provide a streaming switching functionality.
Would it be useful to implement this in the enhancement layer (not done in the contribution)?  Note that using SP in an enhancement layer may not provide as much gain relative to using an EI picture as it did for providing stream switching capability in the base layer.
Seems more useful in some test sequences than others.

Further study encouraged - need to provide results on enhancement layer.  Set up core experiment?  Yes. CE on switching.
JVT-S037 [S. Liu, H. Li, Y.-K. Wang, S. Wenger, M.M. Hannuksela] Parameter set CRC SEI message 

This contribution proposes an SEI message for AVC/SVC to enable the detection of possible errors in parameter sets, which are crucial to the decoding process. The SEI message contains cyclic redundancy check (CRC) codes for separate or all the parameter sets. The main reason behind the proposal is that detection of whether any error exists in the sequence or picture parameter sets is difficult. Once an incorrect parameter set, be it a sequence or picture parameter set, is used in decoding, the decoder would crash, report irrelevant errors, or produce corrupted video quality. The problem may happen when in-band parameter set transmission (e.g. for adding new parameter sets or updating existing ones) is used. With the proposed SEI message, the decoder can easily detect possible errors in the parameter sets, and take proper actions, e.g. send a feedback message to the encoder.  
Presented.

To enable decoder to detect when it has the wrong parameter set information.

How about just repeating the parameter set?  Doesn't seem especially encouraging.  Repeating the parameter set may not take many more bits, and would provide the correct data rather than just an indication of loss.
5.8. Signaling of inter-layer prediction

JVT-S032 [W.J. Han] Encoding condition of residual pred flag 

Residual prediction is a kind of inter-layer prediction technique between inter-type macroblocks. However, the current syntax allows the residual prediction mode can be used even when the corresponding base-layer MB is a intra-type whereas the decoding process does not describe this situation. Although it does not result in significant performance impacts, this unclear behavior should be fixed due to the potential problem in the decoder-side. Most natural "bug-fix" solution for this issue is to add several new conditions to prohibit the residual prediction when the corresponding base-layer MB is an intra-type.
Consider within AHG on complexity reduction.
5.9. High-level syntax









JVT-S040 [Y.-K. Wang, M.M. Hannuksela] Some constraints to be considered 

This document presents some constraints, mainly on high-level syntax, to be discussed and considered for SVC.
-
VCL NAL units of a picture shall either be only of the AVC VCL NAL unit types (1~5) or be only of SVC NAL unit types (20~21) - Adopted
· A key picture shall have temporal_level equal to 0 - not adopted

· An AU with temporal_level being equal to X shall not depend on a AU with a temporal_level Y with Y>X adopted
· In an access unit, if the primary coded picture in one layer is a key picture, the primary coded picture in any other layer shall also be a key picture. - not adopted
· The temporal_level value of all the pictures in an access unit shall be the same. - adopted
· The temporal_level value of an IDR access unit shall have temporal_level equal to 0. adopted
· For an enhancement layer picture, if there is no lower layer picture in the same access unit, the enhancement layer picture shall not be an IDR picture. adopted
· NALU 1-4: ref only NALUs with did==0 for inter prediction in other AUs

· NALU 5: no ref to other NALUs

· NALU 20: ref to other NALUs with same did for inter prediction in AUs, ref to NALUs with smaller dids within same AU

· NALU 21: ref to NALUs with smaller dids within same AU
· I: bidp1==0, all NALUs, bidp1>0, I -> EI, NALU 20, 21
· P/B: bidp1==0, NALUs 1-4, 20, bidp1>0, P -> EP, B -> EB

· PR: quality_level>0, NALU 20, 21

· EI, EP, EB: quality_level==0, NALU 20, 21
· dOiDX = dependency_id*4+quality_level

· Remove EI, EP, EB slice_type names, editorial decision, further study REVISIT
· If an access unit delimiter NAL unit is present, the primary_pic_type shall only be applied to the AVC-compatible base layer picture, if present. In case there is no AVC-compatible base layer picture present in the access unit, the semantics of primary_pic_type is unspecified. Rethink - Needs more study..
· Layer switching, IDR, EIDR: When a nal_unit_type == 21 is present, put a constraint that decoding of lower layer NAL units shall only depend on syntax elements parsed later in decoding order. Adopted
JVT-S038 [M.M. Hannuksela, Y.-K. Wang] On high-level syntax 

Two shortcomings in the SVC design are recognized: First, the design decision to indicate key pictures with nal_ref_idc equal to 3 is criticized, as it causes a conflict with nal_ref_idc usage practices of existing H.264/MPEG4-AVC applications. Second, H.264/MPEG4-AVC base layer could be used more efficiently if it were possible to signal temporal_level and simple_priority_id for H.264/MPEG4-AVC base layer pictures. A primary coded picture description NAL unit is proposed. It precedes the VCL NAL units of the primary coded picture in decoding order and includes temporal_level, simple_priority_id, and key_pic_flag for the primary coded picture. As the NAL unit type for the primary coded picture description NAL unit was previously reserved, existing H.264/MPEG4-AVC decoders are required to skip it. Furthermore, it is proposed to include key_pic_flag in the slice header of enhancement coded pictures.
Presented? 
An open question is the exact relationship between DTQ and priority_id.

Create an AHG on high-level syntax and consider that question in the AHG.

NUT = 21 follows NUT = 5, NUT = 20 follows NUT = 1 and NUT = 20 or 21 contain the syntax elements previously associated with those NUTs, plus a shortened slice header containing key_pic_flag and MMCO for base representation. Slice headers with dependency_id = =  0 contain MMCO for base representation when key_pic_flag is equal to 1. Adopted what is described in this paragraph.

Whenever dependency_id  = =  0 and quality_level  = =  0, insert key_pic_flag and MMCO description in slice layer for scalable extension and in slice header in scalable extension always.  Adopted what is described in this paragraph.

JVT-S047 [B. Haskell] Imp backward compatibility for SVC 

It is proposed that SVC be able to incorporate multiple H.264/MPEG4-AVC layers in such a way that current gateways and/or receivers can easily route appropriate H.264/MPEG4-AVC NAL Units to non-scalable receivers.

JVT-S036 [Y.-K. Wang, A. Eleftheriadis, T.C. Thang] Bug fixes and enh scalability info SEI 

This document presents some bug fixes and enhancements to the syntax and semantics of the scalability information SEI message.
JVT-S080 [A. Eleftheriadis] Management of SVC info using control ops 

This document proposes a new design for the Scalability SEI (SSEI) message. It first discusses use scenarios for the SSEI, demonstrating that the current design represents a significant overhead in terms of bits and also results in considerable complexity for intermediate media gateways. It also identifies overall structural problems in the encoding of scalability information in both the Sequence Parameter Set (SPS) and the SSEI. It then proposes a new structure for managing scalability information that augments the current SSEI message with control messages that indicate changes in the layer composition of the video stream (add/replace/delete). The proposed technique results in both reduction of bitrate as well as reduction of processing complexity.
Regarding JVT-S036: Regarding avg_bit_rate and max_bit_rate – add text to clarify to calculate based on CBP removal times and to clarify time window of averaging.   Two max_bit_rate syntax elements are to be signalled, one for the layer and one for the sum of the bit rate for the layer and all required lower layers.

Regarding JVT-S080: Revision based on work of break-out group.  Goals (as revised): Scalability info should be valid unit next "re-negotiation" or IDR, indicate which layers are active/inactive at any given point in time, indicate layer dependency changes.

Allow layer dependency to be modified.  Provide a dependency change SEI information payload, and provide an "layer presence" information payload.  Adopted what is described in this paragraph.

Remark: Try to use syntax element names that are not too long.

JVT-S035 [Y.-K. Wang, M.M. Hannuksela, X. Wang] Reference picture marking for key pictures 

This contribution proposes a separated marking process for the base representations and the enhanced representations of key pictures or access units. If sliding window reference picture marking is used, then a base representation has a higher priority than the corresponding enhanced presentation to be marked as “unused for reference”. If adaptive reference picture marking using memory management control operation (MMCO) commands is used, marking of a base representation as “unused for reference” is controlled by MMCO commands signaled in the slice headers of FGS slices in key access units, while marking of “unused for reference” for other reference pictures is controlled by MMCO commands signaled in the slice headers of the non-FGS slices. The purpose of the proposal is to save DPB memory usage. The saved memory can be used to reduce the memory requirements for SVC decoders (in different levels to be defined similarly to Annex A of H.264/AVC). The proposal allows that base representations are decoded from AVC compatible coded pictures.

Consensus on separate signaling of key_pic_flag, temporal_level, and reference picture marking for the base picture.
Open question: Should we use a nal_unit_type that (a) precedes or (b) succeeds the primary coded picture (c) or both)?

a) There can be only one, if lost together with the first NALU of the pcp, it is lost for all of them

b) There can be one NALU attached at the end to each VCL NALU of the pcp, (potentially would utilize a nal_unit_type from a set of 2 remaining nal_unit_type)
c) a) + within the FGS layer repeat the information

Done: b) + within the FGS layer repeat the information
JVT-S041 [Q. Shen, H. Li, Y.-K. Wang, M.M. Hannuksela] Ref pic mgm for temporal scalability 

This is an information document. It presents the results of the continuation study of reference picture management for temporal scalability, which was proposed in JVT-R055. The basic idea of JVT-R055 was to apply the sliding window decoded reference picture marking operation per each temporal level independently in order to reduce memory requirements for the decoded picture buffer. One counter argument to the proposal in JVT-R055 from the Bangkok meeting was that the same memory saving for reference picture storage could be achieved by marking all the reference pictures as “used for long-term reference”. However, in that case, the decoding processes of both temporal and spatial direct modes are affected. The study here mainly focuses on how coding efficiency is affected if all the reference pictures as “used for long-term reference”. The results show that coding efficiency has not been affected much.
JVT-S049 [Y. Chen, E. Frangois] Spatial enh layer ref pic list construction 

Further results for JVT-R028 are given. JVT-R028 provided a new decoding process for reference picture lists construction for spatial enhancement layer. There is no further modification for the syntax and semantics. Cross Verification is done by Nokia. 

Bit-rate savings up to 0.7%. Average: 0.2-0.3%.
JVT-S042 [H. Liu, H. Li, Y.-K. Wang] Verif Thomson proposal JVT-S049 on RPLR 
Verified a sub-set of the results.

Removal of flag for weighted prediction as well. There shouldn't be multiple derivations of weighted prediction parameters and RLPR per slice.

Needs more study.
JVT-S054 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] ROI slice SEI message 

A mechanism for signaling of interactive ROI (IROI) information, targeting for easy and convenient extraction of IROI scalable video streams, is proposed in this contribution. The signaling mechanism is enabled via the proposed ROI slice SEI message, which consists of the ROI slice division information and ROI slice pointer information. The solution was previously proposed in JVT-R024, and further studied in AHG on high-level syntax. Modification was made to enable independent signaling at sequence-level and picture-level. The ROI slice division information is a sequence-level signaling while the ROI slice pointer information is a picture-level signaling. A showcase to demonstrate the usefulness of the ROI slice SEI message is also described in this contribution. The ROI slice SEI message has already been implemented in the software of contribution JVT-R023 to assist the ROI extraction process.
Adopted.
JVT-S044 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Enh SNR SVC for layered CGS w/ quality layers 

In this proposal, a technique to allow for Medium Grain Scalability in layered (CGS) scenario is presented. It is first proposed to code SNR refinements using a CGS coding technique with NAL units having a quality level greater than 0, instead of using classically progressive refinement slices. Then the concept of quality layers is extended to the CGS coding case: quality layers are assigned to these NAL units. This technique first allows to increase the number of rate points that can be reached with a CGS-like bitstream (an MGS granularity of 10% can be achieved), and second it allows an optimal reconstruction of these rate points. 

Currently, layers are categorized as "Layer" and quality_level.   quality_level is always 0 except for PR slices (FGS refinements).  Suggests:

· To allow SNR refinement layers using EI, EP, or EB slices (i.e., "CGS") that increment the quality_level instead of the "Layer".

· When quality_level increments, the slices for that quality level would not necessarily contain every macroblock of the picture (whereas this is required in the current CGS design).

· Suggests to remove "base_id_plus1" syntax element when quality_level > 0.

Question: What about "FGS with motion refinement" versus "CGS".  Reply: Might be easier to encode or decode CGS than FGS.

This provides a sort of "MGS".  Remark: How much to we really need "FGS"?

Tests were done with gaps of 6 in QP values.  Different gaps might be interesting to investigate.

Remark: Nokia did something like this in for a Redmond proposal.  And perhaps in Busan.

Seems like a nice twist.   Needs more study.
5.10. Discardable layers and adaptations
Also see notes re AHG report

JVT-S039 [Y. Guo, H. Liu, H. Li, Y.-K. Wang, M.M. Hannuksela] On discardable lower layer adaptations 

This contribution proposes to use slice groups and data partitioning, to separate data used and unused for inter-layer prediction in different NAL units. Consequently, applications can omit transmission of data unused for inter-layer prediction for all layers below the operation point of receivers.
Proposes discardable adaptations through data partitioning using slice groups. Needs more study.
JVT-S043 [M. Mathew, K. Lee, W.J. Han] Multi layer quality layers 

This proposal looks at discardable lower layer adaptations for improved multi layer performance from the extractor’s point of view. Quality Layers provide a way to truncate an SVC bitstream in an RD optimal fashion. However the current method of priority ID assignment is not multi layer optimal. It is proposed that a multi layer optimal quality layer assignment and a joint truncation at the extractor can improve the truncation performance of the top spatial layer at the cost of decreased quality of the embedded spatial layers. With the proposed method, up to 0.48 dB PSNR gain is observed at the top layer in the combined configuration. 

It is possible to do a top layer only extraction even when the priority ID assignment is multi layer optimal. Thus the extractor can choose between a joint truncation or a top layer truncation based on the requirements of the client. This contribution then proposes changes required in the decoding process, for enabling the discarding of lower spatial layer’s FGS NALs that are used for inter layer prediction.

Presented.

Current design uses 'top-to-bottom' truncation rule

proposal suggests some discarding rule that differs from this by having a priority id rank that differs from the layering structure.  

Adopted.
JVT-S052 [J.-Z. Xu] Verif Samsung JVT-S043 Multi quality layers 

The purpose of this report is to verify the proposal JVT-S043 Multi Layer Quality Layers. As a verification task, coding performance check was carried out. 

JVT-S051 [J.-Z. Xu] Frame-based selected inter-layer pred 

Level-based Selective Inter-layer Prediction scheme was shown in JVT-R064 to improve coding performance when lower resolution is not required, while the performance loss is marginal when lower resolution is required. This document presents a frame-based scheme to further improve the performance. Frame-based selective inter-layer prediction can be modeled as a knapsack problem and can be solved using dynamic programming. Improved results are shown and corresponding syntax/semantics changes are discussed.
Signal "not used for inter-layer prediction" in the bitstream. Taken care of by change under JVT-S038.
Adopt Knappsack optimization into software.
Continue AHG.

5.11. File Format issues

Reply on questions from the file-format AHG of MPEG.  

1. Question about layer switching;  single or multi-loop decoding, EIDRs, layer switching up and down in mid-stream, and so on.

Answer: There are two types of switching:

a) between different dependency_id values: You can switch into a layer with a different dependency_id value, when nal_unit_type == 21 is present for that layer.
b) between different quality_layer (with constant value of dependency_id): possible any time

2. Does the presence of a layer description in the SEI imply that the terminal should be ready to receive that layer?  The decoder can be informed about layers it can and cannot decode.
Can one legally send the entire SEI with only a subset stream?

Yes.
3. Please tell us about NAL unit ordering in the case of fragmented FGS slices of the same picture.  Say we have two slices and two fragments per slice, in each FGS picture.  What ordering(s) is/are legal?

See section F.7.4.1.1.
4. Are there circumstances after an SVC stream has been adapted by sub-setting, such that it must now be edited (re-written)?  (E.g. thinning the SEI above, changing priority ID values or other NALu header values, the parameter sets etc.)

The normal operation we anticipate does not foresee this, but sometimes you may want to do some small edits depending on you application.

5. Tell us about the interaction between FRext and SVC.  Can I scale 10 and 12-bit streams, 4:2:2 and 4:4:4 as well as 4:2:0, etc.?

Not at this point as we haven't received any contribution regarding scaling of 10/12 bit or 4:2:2/ 4:4:4 color format video. Would be nice to get it and the FF guys should anticipate it.
6. Is there anything you feel we should know, might give us concern, etc.?

Yes.

We have just created a NAL unit dependency to signal the decoding of key pictures and also to indicate the temporal level of the base layer AUs. These header-only NALUs are following NALUs of either type 1 or 5. ()

The proposal that the NALus for a given output time might be differently ordered, and therefore not decoded together is off the table.  To further relief you concerns, we have decided to always have the 2-byte NALU header extension be present. 

7. Do you have any questions for the file-format AHG?

Nope.
8. We understand that the meaning of priority_ID when full headers (PDTQ) are used is open to the application.  But it seems like we should describe somewhere “whose choice” of scheme is in fact in use in a given stream.  It doesn’t help an FT network element if the P values are from Cingular.  We suggest something like an SEI that contains something easily made (either a UUID like the user-data unreg. SEI, or, probably more helpful, a URL that acts both like an XML namespace and a potential place to find documentation).

There maybe some desire in an SEI that informs the decoder about the mapping of DTQ to P or P to DTQ. We need to work on it as we also need to work on specifying rules for setting P.

9. Say I have a stream.  When I thin/reduce the stream, either uni-dimentionally using P, or multi-dimensionally using PDTQ, is it true that every possible chosen threshold (P), or threshold combination values (PDTQ) will yield ‘valid’ streams?  Even if I change the threshold in mid-stream?  If not, how do we know the ‘valid’ operating points in this (potentially large) space.

See answer for 8.

10. We would like to be able to reference a rule in the SVC spec. that defines what the implied values of P or PDTQ are for NAL units with AVC headers.  The alternative is that we define such a rule ourselves, but we’d prefer if you did it.

D and Q are always equal to 0 for AVC NALUs.

T can be greater than or equal to 0 so can P.

11. If GDR is signaled we are hoping that the GDR distance when a stream is read ‘as SVC’ is less than or equal to (but never greater) than when read as AVC.  Is this true (and required)?

The recovery point SEI message is not working together with SVC. Actually, this maybe true for other SEI messages.
5.12. Non-VLC FGS Issues
JVT-S034 [B.K. Lee] Complexity reduction and improved FGS 

In FGS encoding, JSVM5 use accumulated coefficients to separate significant and refinement pass. The probability of zero coefficients in significant and refinement pass is not optimal above second FGS layer. In this contribution, re-defined FGS coefficients partitioning is applied to encode FGS coefficients and it is reported that PSNR improvement can be up to 0.36 dB at highest bit-rate points of CIF sequences in three layer FGS test condition.
Focused on CABAC.

Complexity reduction questioned

Proponent is asked to make software available. Potentially adoption at this meeting.
Not implemented for CAVLC and 8x8 blocks.

Test config would utilize 3 PR layers and gains are only on the higher end.

For low delay, AR-FGS was not used.

For high delay, motion vector refinement was not used.

Suggestion to compare when everything is implemented and the test conditions are refined.
Create CE on improved PR slices. Add this to 
JVT-S019 [F. Le Leannec] Switching betw. FGS layers with reduced drift 

[AAA]

Deals with tradeoff between coding efficiency and drift control. Switching FGS signal enables to systematically switch between the base layer to the enhancement layer for recovery from drift. In particular useful when the rate is increased at the client. Encoded res(n) data are rec(enh, n)-rec(base, n-1)-residual(base,n). Additional cost for switching data, would be transmitted in new slice type. Reduces the delay until full quality is reached from roughly 20-25 frames down to about 5-6 frames (dependent on amount of switching data that is transmitted), In principle extends the concept of SP slices into FGS (no enthusiastic support for the concept in the group). 
Add to CE on switching.
JVT-S092 [S. Kamp, M. Wien] Local adaptation of AR-FGS leak factor 

This contribution proposes a modification to FGS coding with adaptive reference (AR-FGS) for P-pictures as presented in JVT-Q039. Based on this method, the alpha leaky factor used for FGS prediction signal calculation in case of zero-coefficient base layer blocks is further adapted depending on the macroblock partition type of the current block. This enables an improved locally adaptive selection between prediction quality and drift reduction and provides a performance gain for closed-loop single FGS layer coding of up to 0.15 dB using the testing conditions in JVT-P307.
Create AHG on AR-FGS optimization.
6. JVT SVC non-normative modifications
6.1. Software

JVT-S070 [H. Schwarz, M. Wien, J. Vieron] Proposal for a JSVM software manual 

In order to improve the support for using the JSVM software for both JVT experts as well as other interested parties it is proposed that the JVT maintains a JSVM software manual in addition to the JSVM software and the JD/JSVM text description. It is further requested to set up a rule that each party that modifies that JSVM software is also responsible for updating the JSVM software manual. A proposed draft for the JSVM software manual, which corresponds to the JSVM software version 4.9, is provided in this contribution.
Includes some proposed rules.  Adopted.

7. JVT 4:4:4 coding normative modifications
7.1. CE 5 & related docs: 4:4:4 coding
Adhoc report: Miscommunication happened about usage of test sequences. But sufficient overlap to make comparison. Critical issue: Subjective tests.  Identified candidate test sites. Not realistic in near future because number of people available might be too small, and not clear whether differences would be visible. Therefore rely on objective criteria.

JVT-S014 [S. Sekiguchi, Y. Isu, Y. Yamada, K. Asai, T. Murakami] CE5: Results of Core Experiment on 4:4:4 Coding 

[AA] This contribution provides experimental results for CE5 (4:4:4 Coding) and proposed modifications to the latest 4:4:4 PDAM method based on the results. A verification on the performance of two variations of color-channel independent coding tool (slice-level and MB-adaptive) using common CE5 software has been conducted. Compared with the current PDAM method, it has been observed that the independent coding tool achieves more than 8% bitrate reduction at higher bitrates. Also, benefits of the independent coding tool from the viewpoint of practical implementation and future use of 4:4:4 profile are pointed out.
Claim is made that slice adaptive version gives improvement in coding efficiency at higher bit rates (average of roughly 2.6% reduction with at the same time roughly 0.15 dB PSNR improvement), but less at lower bit rates. This would not ordinarily justify adopting this design, but the main question would be if it is needed by industry due to implementation reasons. Could be simply realized by encoding 3 different pictures monochrome (simple to implement; mux at picture level, i.e. 3 pictures in one AU). Macroblock adaptive method would give similar compression advantage both at higher and lower bit rates, but seems not useful from viewpoint of implementation (needs additional syntax elements to signal separate or joint MB modes).
In any case, definition of a new profile would be necessary. Concern is raised whether a separate profile for the independent color approach would be useful.
Has been presented.

Picture-level monochrome independence (three monochrome pictures per color picture) would reportedly be easy to draft.

Our understanding is that the picture-level monochrome independent mode selection design would have approximately the same R-D performance as our current common-mode selection draft (based on HHI input).  At low bit rates, we would expect the common-mode design to have better R-D performance.  We thus consider the key issue to be one of architecture, not coding efficiency.
Draft syntax included, but not real, complete draft text.  We need to see real draft text.  If good draft text is provided for consideration at the next meeting, we will consider adopting this.  We also seek further input on the architectural implications, particularly whether it is reasonable to require decoders to decode both variants and whether we should consider not supporting decoding of existing High 4:2:2 and High 4:2:0 and Main profile bitstreams.
JVT-S073 [D. Marpe, H. Kirchhoffer, T. Wiegand] CE5: Color transform issues and results 
Tests JVT-R071 concept of switching RCT on and off on a macroblock basis, with further extension of the design.  Observed that the Blue channel of RBG tends to have high noise.  The nonzero weighting of Blue in the Y and Cg components is suggested as a problem, although such weights are useful in the noise-free case and at lower fidelities.  Suggests that the "interplane prediction" is better for avoiding the noise.

Further suggests to remove the noise in the G component by frequency-selective operation of the interplane prediction in the transform domain.  This has a conceptually similar effect to the idea of filtering the G component predictor as suggested by Samsung.  Rather than selecting a specific frequency for this cut-off frequency, suggests allowing encoder to make a decision between three cut-off frequencies, using two CABAC-encoded flags.

For Intra 0.66 dB, 11% rate reduction; for Intra/Inter 0.33 dB, 9.5% rate reduction (using only part of the added flexibility) using CE test conditions.  This is a comparison relative to RGB coding – not relative to optimized selection of either RGB or YCoCg outside of the prediction loop.
Selection of what to compare against is critical.  What bit rate, …

Gain rather dramatic on "rolling tomatoes" sequence.

Tested also on "Kodak test set" of still images.  Obtained BD savings average 40% over RGB and 18% over YCoCg.  Esp. at very high bit rates.
Regarding independent mode selection (JVT-S014) versus common mode selection, including a change described as a bug fix for MV search, reports generally no (significant) R-D benefit for independent mode selection – thus that is more of an architecture preference issue than an R-D benefit issue.

Adaptive quantization trick was used.

Verified in JVT-S084 and JVT-S075.  JVT-S084 includes difference measures at 45 dB (0.7 dB) and 50 dB compared to RGB coding.

The "FiPP full" part of the proposal was last-minute, not used by some CE partners.  The two-mode (cut-off of 1/4 and all-frequency application of IPP) variant was in common software.  "FiPP full" has three choices (off, 1/4, and all frequencies).  The two-mode software arrived rather late (two weeks ago).  The three-mode software has not been shared.
What about inter-plane prediction outside of the prediction loop?
Suggestion to continue evaluation of this, given the difficulty of assessment of effectiveness of topics in this area.

Text?  Not yet.

How does it perform with CAVLC?  Not tried.

Continue CE to evaluate this.

Consider test sequence issue – lack of saturated Green, confusion over which sequences to use, etc.

JVT-S075 [M. Wien] CE5: Verif of JVT-S073 HHI 4:4:4 proposal 

Partial cross-check based on randomly-selected subset of tests – perfect match was reported.

JVT-S084 [W.-S. Kim, D. Birinov, D. Cho, H. M. Kim] CE5: Report of CE on 4:4:4 Coding 

In this document, the experimental results of CE5: 4:4:4 coding is presented and the performances of 4:4:4 coding proposals are analyzed.
Presents results on the method of residual component prediction (predicting delta-r and delta-b from delta-g), with spatial filtering of the prediction signal. Show gain, and also compare with different other proposals. Found that method of JVT-S073 has better performance with lower complexity, and recommend to adopt that one.

Has been presented.

JVT-S074 [H. Kirchhoffer, D. Marpe, T. Wiegand] Verif of JVT-S084 on RCP

Partial verification – Intra only.

7.2.  Other subjects

JVT-S030 [S. Wittman, T. Wedi] Post-filter SEI for 4:4:4 coding 

In this contribution a post-filter SEI message for 4:4:4 coding is proposed. The SEI message contains filter coefficients of an FIR post-filter that are estimated on encoder side. Thus, the un-coded original signal can be used to optimize the post-filter. In the experimental results the calculation of the filter coefficients is based on a Wiener filter approach. Therefore, the post-filter is not a low-pass filter designed to reduce blocking artifacts, it is rather a filter to remove quantization noise and thus to reconstruct the un-coded signal as much as possible. At a picture quality of 45 dB gains up to 0.5 dB are reported to be achieved, which corresponds to bit-rate savings of 9%.
Presents various results (de-blocking filter on/off, Wiener post filter on/off). Typically, results with post-filter are better even if AVC deblocking is off. Filter is non-separable 7x7, optimized separately on a frame-by-frame basis for each color component. Optimization takes into account original and respective decoded result (such that different filters are computed depending on de-blocking filter on and off). Question was raised whether it would be appropriate to transmit the filter parameters differentially with reference to some default. Another question is raised whether instead of Wiener filtering it would be appropriate to allow other methods of post processing.
Looks very promising, further study with different configurations (size of filter etc.). 
JVT-S085 [W.-S. Kim, D. Birinov, D. Cho, H. M. Kim] SEI for Indep Color Component Coding 
In this document, independent color component coding method is described, where each color component is separately coded using luma coding method in a monochrome chroma format. Since this method results in an independency among color components, it makes it easy to apply a parallel encoding of each color component. Without any normative change, an additional SEI message is proposed to support this method.
Supports concept similar to S-014 discusses two different concepts: Multiplex at slice level or multiplex at picture level, could be realized without normative changes by defining an SEI message.

Would require definition of a new profile as well as any other proposal, but the solution seems to be less general here.

JVT-S087 [A. Segall, L. Kerofsky and S. Lei] Tone mapping SEI 

The additional bit-depth enabled within the 4:4:4 coding effort allows for smaller quantization intervals and increased PSNR values.  While this fidelity will benefit many applications, it is not the only use for higher bit-depth coding.  Capturing an expanded dynamic range is also a reasonable use for the higher bit-depths.  To better support the display of higher bit-depth content, an SEI message is proposed here to describe a suggestive tone mapping curve.  This tone mapping curve maps higher bit-depth decoded pictures from the bit-stream to a lower bit-depth display.
Purpose: High bit-depth content on low bit-depth display. For example if the extended bit-depth is mainly used to expand the range of illumination, clipping would be more appropriate than cutting off LSBs. Variants proposed are clipping, sigmoid, lookup-table and piecewise-linear.
Questions raised: Relationships with camera characteristics and display characteristics other than bit depth (also ambient/lighting conditions)?

In principle looks like a good idea to be adopted, but may need some more careful thinking to make it generic enough and not close the door for possible extensions. For example the 3 bits to signal the number of models may be insufficient. Consider for inclusion into JD (?) this time or next time.
8. JVT 4:4:4 coding non-normative modifications
JVT-S081 [H. Yu] CE5: Test report 

This document reports problems that were reportedly found when running the latest version of the CE5 reference software.  The decoded pictures reportedly did not match the reconstructed pictures for a number of test conditions.
We agree that experiment reports should be based on actual decoding of bitstreams. Adopted.
9. JVT errata and clarification issues for AVC
JVT-S078 [B. Haskell] Interop for interlace in AVC/H.264 

Two items for the AVC/H.264 errata relating to interoperability of interlaced coded video are reported.
Closely related to JVT-S082.

Contribution tries to provide interlace/progressive display hint guidance.

What if pic_struct is missing?  Can POC be used to guess about interlace/progressive?

ct_type may be present when pic_struct is present.  It will not be present if pic_struct is not present.

Suggest to change pic_struct = 0 from "frame" to "(progressive) frame".  Adopted.
If fixed_frame_rate_flag is equal to 1, should we require "sensibility"? (see Sullivan suggestion on email)  Adopted.
"Decoder should infer" wording … Adopted.

A revised copy of JVT-S078 was provided to document the adopted solution.

JVT-S082 [A. Luthra, S. Narasimhan, B. Eifrig] Progressive/Interlace display inference 

Some (minor but important) inconsistent interpretation of syntax are reported. It would be a good idea to develop a more homogeneous and broader common understanding of some of our syntax elements. This issue is centered around hinting a receiver for the display purpose whether a video frame is scanned Progressively or Interlaced, and if it is Interlaced scanned then in what order fields should be displayed.
See above.

JVT-S083 [S. Narasimhan, B. Eifrig, A. Luthra] no_output_of_prior_pics_flag & splicing 

An issue that has surfaced in the use of AVC standard for applications that require ‘seamless splicing’ such as ad-insertion is addressed.

Regarding "no_output_of_prior_pics_flag equal to 1 may be inferred by the decoder, regardless of the actual value of no_output_of_prior_pics_flag" – we believe the text (subclause C.2.2) is not currently wrong or unclear.  However, perhaps we should change "may" to "may (but should not)". Adopted this "should not" remark.
10. JVT remaining non-normative and SEI/VUI aspects
10.1. Encoder optimization techniques
JVT-S028 [J. Zhang, X. Yi, N. Ling, W. Shang] Context Adaptive Lagrange Multiplier (CALM) for Motion Estimation in JM 

Motion estimation and motion compensation play a critical role in hybrid video coding. In the current JM software, the Lagrange multiplier for motion estimation is determined by a function of quantization parameter of the DCT coefficients. However many experiments have shown that the cost function based on the current Lagrange multiplier may not always yield optimal rate-distortion performance. It is often computationally costly to try different Lagrange multipliers to achieve optimal coding efficiency. In this proposal a method — Context Adaptive Lagrange Multiplier (CALM) for rate-constrained motion estimation is presented. Instead of calculating Lagrange multiplier based only on quantization parameter the proposed method additionally adjusts Lagrange multiplier for each block based on its context, the Lagrange cost of its neighboring blocks or the upper layer blocks. Simulation results demonstrate that the new algorithm can achieve Y-PSNR gain of up to 1.0 dB calculated by BD method with negligible extra computational cost.
Remark: How does it interact with rate control?  (What if QP different on neighbor blocks?)
RDO mode decision turned off in experiment.  Cheerleader BT.601 1 dB.  Riverbed 1080p 1 dB+.  Football CIF 0.5 dB.  Did not help in QCIF cases or other CIF cases.
What bit rates?  40 dB and higher.

How does it do with RDO turned on?  Not focused on that.

Generally causes Lagrange multiplier to increase when distortion is high.

Remark: We have some stuff in the reference software for Lambda adjustment for non-reference pictures.

Consider adoption for RDO off case?  Remark: Is this really getting at the root of the problem?  Is it the right approach?

Suggest further study before taking action.

10.2. Improved Error resilience

JVT-S025 [S. Rane, P. Baccichet and B. Girod] Lossy Error Prot. based on Red. Slices & FMO 

This proposal describes a scheme for Systematic Lossy Error Protection (SLEP) of an H.264/MPEG4-AVC compressed bit stream based on redundant slices and flexible macroblock ordering (FMO). At the encoder, parity symbols generated from coarsely quantized redundant slices are transmitted at a low bit rate, as error protection information. The redundant slices themselves are not transmitted. At the decoder, these parity symbols enable recovery of the redundant slices that are displayed in lieu of the lost portions of the primary coded picture (PCP). By using coarse quantization in the redundant slices, SLEP allows the video quality to degrade gracefully with worsening channel conditions, thus mitigating the “cliff” effect encountered in traditional FEC schemes. This document specifies the syntax and non-normative codec operations required to implement the SLEP scheme.
Channel coding of concealment side information combined with simultaneous processing at encoder and decoder.
Comparison to uncoded redundant slices?

Overhead due to slice introduction relative to 1 slice per picture?

SEI message provides helper information.

Clarification on system interrelation.

Results for CABAC? Loss due to multiple slices. Results requested. Set-up core experiment.
JVT-S046 [P. Baccichet and A. Chimienti] Err resil by redundant descriptions 

This document proposes and evaluates the usage of coarsely quantized redundant slices to improve the error resilience of an H.264/MPEG4-AVC bit stream. A simple region-of-interest (ROI) determination scheme is also reported to improve performance for static sequences. Simulation results are provided for both static and dynamic sequences at CIF resolution over a simulated channel affected by random losses.
Do on Thursday.

10.3. Reference Software
JVT-S079 [A.M. Tourapis, K. Suehring, G.J. Sullivan] Updates for reference software manual 

Presented. Contains some request for support.
11. Informational presenation

JVT-S097 [G. Vollbeding] JPEG enhancement

Still-image coding technique based on T.81 | ISO/IEC 10918-1 (JPEG).
Encoder uses, for example, an 8-point DCT, and decoder uses a low-frequency sub-block (e.g., a 4x4 IDCT).

Alternatively, insert extra zero-coefficients and use an IDCT that is longer than what the encoder used for its DCT.

Suggests using a different "growing rectangle" coefficient scan order to be friendlier to subset scans.  Can combine with progressive variant of JPEG use.  This is the most interesting combination (as without that, you would need to parse all coefficients anyway, and could just parse them and throw some away).
Some additional information in proposal on extreme low-bit rate variant and lossless variant.

Losslessly transcodable to JPEG (as T.851 is also losslessly transcodable as well).
Question: What's the bit-rate impact of the scan order change?  Response: Negligible in the case of arithmetic coding – some penalty (not measured) in VLC case.

Question: How does the downscaled image compare to downscaling prior to coding?  Response: Asserted that if upsampling is done in the DCT domain, it produces superior results to most spatial-domain upsampling methods.  Further discussion: This may be an issue with different experiences at different resolutions and scanning/printing resolutions.  The proponent tended to use high-quality high-res scanned images.

Has it been tried on video?  Might produce temporal effects.  Might produce a "static block-raster grid" effect.

ITU-T SG16 Q.23 has an ad hoc group, chaired by Joan Mitchell, to consider possible extensions of T.851.

12. Withdrawn and non-presented JVT documents
Document registrations JVT-S033, JVT-S050, JVT-S056, JVT-S065, JVT-S072, and JVT-S090 were withdrawn.
JVT-S062 [R. Lange, M. Domanski] Vector median MV pred for SVC  - No presentation requested

JVT-S063 [R. Lange, M. Domanski] Inter-layer MV pred in JSVM: a case study – No presentation requested
13. Updating of JVT group documents
14. JVT internal operating rules

The following clarifications/adjustments of JVT operating rules have been approved.

All submissions must be made in JVT-P105.zip format with the word docs, excel sheets and other information being in the zip container. A revision of the doc shall be made by adding the revised doc to the zip container. (The document must also contain an abstract and be accompanied with an e-mail notification containing title, authors and abstract (identical to the one in the doc) which is no longer than 200 words and is written in 3rd person in a manner that does not express endorsement of the content of the document.)

Independent verification (necessary for adoption of a proposal) is provided either through 

a) independent implementation by 1 or more company different than the proponent based on the textual description (after adoption, both decoder source code versions must be made publicly available and one encoder version)

b) providing source code to all CE participants prior to the meeting (CEs can only be joined at the meeting, when the CE is created. CEs are created at each meeting and last until the next meeting.)

For every SEI message and every syntax element that are currently in the SVC draft, a showcase has to be provided in order to retain it in the JSVM/WD. If such a showcase is not provided at the next meeting for an SEI message or parts of it, the SEI message or the respective parts will be removed from the JSVM/WD. The source code and executables for the showcase must be made available.

A first CE description must be available at the last day of the meeting. Changes of the CE description are only allowed until 1 month prior to the next meeting. These changes must be of evolutionary characteristic relative to the input documents on which the CE is based and must be agreed by those who contributed the respective input document(s) or be added as an option.

15. List of adoptions

Person listed in bracket is responsible for provisioning of text and software integration.

15.1. Normative SVC adoptions

JVT-S068 [H. Schwarz] Skip mode for SVC slice data syntax 

JVT-S077 [J. Ridge] Simplification and unification of FGS with vector information being put into SPS instead of PPS
JVT-S066 [Y. Bao] Improvements to FGS layer VLC, adoption of following parts: VLC tables for significance coding, grouping of refinement coefficients, CBP coding
JVT-S058 [Y. Bao] VLC selector for 4x4 transform blocks, adoption of following parts: significance coding using 1D VLC selector
JVT-S031 [M. Shima] Modified VLC for refinement pass, adoption of following parts: VLC selection for refinement coefficients
JVT-S018 [J. Vieron] CE4: Inter-layer pred for interlace/prog SVC 

JVT-S055 [C. Zhang] Simplif. Upsampling of IntraBL mode 

JVT-S067 [J-Z Xu] Position calculation for SVC upsampling 

JVT-S038 [Y.-K. Wang] On high-level syntax / JVT-S035 [Y.-K. Wang] Reference picture marking for key pictures, adoption of following parts: NUT = 21 follows NUT = 5, NUT = 20 follows NUT = 1 and NUT = 20 or 21 contain the syntax elements previously associated with those NUTs. These shall always be present. Syntax described in JVT-S098
JVT-S040 [Y.-K. Wang, M.M. Hannuksela] Some constraints to be considered, adoption of following parts:

· VCL NAL units of a picture shall either be only of the AVC VCL NAL unit types (1~5) or be only of SVC NAL unit types (20~21)

· An AU with temporal_level being equal to X shall not depend on a AU with a temporal_level Y with Y>X 
· The temporal_level value of all the pictures in an access unit shall be the same.

· The temporal_level value of an IDR access unit shall have temporal_level equal to 0. 
· For an enhancement layer picture, if there is no lower layer picture in the same access unit, the enhancement layer picture shall not be an IDR picture.
· Layer switching, IDR, EIDR: When a nal_unit_type == 21 is present, put a constraint that decoding of lower layer NAL units shall only depend on syntax elements parsed later in decoding order.
JVT-S080 [A. Eleftheriadis] Management of SVC info using control ops, adoption of the contents in JVT-S080r2
JVT-S036 [Y.-K. Wang] Bug fixes and enh scalability info SEI plus inclusion of window size for bit-rate calculation, changes in JVT-S036r1

JVT-S054 [M.H. Lee, H.W. Sun, D. Ichimura, Y. Honda, S.M. Shen] ROI slice SEI message with sequence layer signalling
Rule on slice assignment: when an enhancement layer slice covers multiple base layer slices, these shall have the same RLPS, slice_type, num_ref_idc_active (l0 and l1), prediction weights
15.2. Non-Normative SVC adoptions

JVT-S043 [M. Mathew, K. Lee, W.J. Han] Multi layer quality layers 

JVT-S051 [J.-Z. Xu] Frame-based selected inter-layer pred, the following parts are adopted: Knappsack optimization 
Removal of AGS in case not fixed until the Klagenfurt meeting.
15.3. SVC software adoptions
JVT-S069 [H. Schwarz] Indep parsing of spatial and CGS layers: option in the software that can be switched using configuration file
JVT-S070 [H. Schwarz, M. Wien, J. Vieron] Proposal for a JSVM software manual 

Removal of AGS in case not fixed until the Klagenfurt meeting.
Turn MCTF into a stand-alone pre-processing tool.

Remove open-loop coding.
15.4. Normative non-SVC adoptions

JVT-S078 [B. Haskell] Interop for interlace in AVC/H.264, as in JVT-S078r2
JVT-S083 [S. Narasimhan, B. Eifrig, A. Luthra] no_output_of_prior_pics_flag & splicing, thefollowing part is adopted: Regarding "no_output_of_prior_pics_flag equal to 1 may be inferred by the decoder, regardless of the actual value of no_output_of_prior_pics_flag" – we believe the text (subclause C.2.2) is not currently wrong or unclear.  Change "may" to "may (but should not)". 
16. List of AHGs established

AHG on Project management and errata [Chairs: G. J. Sullivan, J.-R. Ohm, A. Luthra, T. Wiegand]

Copy mandate for AHG from previous description.

AHG on JM text and reference software [Chairs: T. Wiegand, K. Suehring, A. Tourapis, K. P. Lim]

Copy mandate for AHG from previous description.

AHG on Bitstreams & conformance [Chairs: T. Suzuki]

Copy mandate for AHG from previous description.

AHG on JSVM S/W and new functionality integration [Chair: J. Vieron, M. Wien, H.Schwarz, L. Bivolarski]

Copy mandate for AHG from previous description.

AHG on JSVM & JD text [Chairs: J. Reichel, H. Schwarz, M. Wien, T. Wiegand]

Copy mandate for AHG from previous description.
AHG on Spatial scalability resampling [Chair: S. Sun, A. Segall, J. Reichel]

· Consider alternative inter-layer residual prediction methods to improve coding efficiency (Based on JVT discussion).

· Consider simplified filter design for the luma upsampling. (Related contribution: JVT-S016, S020, and S086)

· Consider practical (or shorter) downsampling filter design for both dyadic and non-dyadic cases. (Related contributions: JVT-S020 and S086)

· Conduct experiments to evaluate the coding performance and (when necessary) visual quality comparing to the current JSVM.


· 
AHG on High-level syntax, error/loss resilience test conditions & applications [Chair: Y.-K. Wang, S. Pateux, P. Amon, T. Schierl]

Revisit
AHG on Coding eff & JSVM coding efficiency testing conditions [Chairs: M. Wien, H. Schwarz]

Copy mandate for AHG from previous description.
AHG on Study of 4:4:4 functionality [Chair: T. Suzuki]

Copy mandate for AHG from previous description 

· 
AHG on SVC interlaced coding [Chair: J. Vieron]

Revisit

AHG on CAVLC [Chair: J. Ridge]

Revisit

AHG on Discardable lower layer adaptations and multi-layer RD optimization [Chairs: M. Mathew, J. Li,]

Revisit
AHG on Complexity reduction [Chairs: H. Schwarz, Y. Bao]

Revisit
AHG on AR-FGS optimization [Chairs: S. Kamp, X. Wang]

Revisit

17. 

18. SW integration plan
19. Attendance
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