	Joint Video Team (JVT) of ISO/IEC MPEG & ITU-T VCEG

(ISO/IEC JTC1/SC29/WG11 and ITU-T SG16 Q.6)

16th Meeting: Poznan, Poland, 24-29 July, 2005
	Document:  JVT-P206d0
Filename: JVT- P206d0.doc


	Title:
	Common conditions for SVC error resilience testing

	Status:
	JVT Output Document

	Purpose:
	Approved

	Author(s) or
Contact(s):
	Ye-Kui Wang 
Stephan Wenger
Miska M. Hannuksela

Nokia Research Center
Visiokatu 1
33720 Tampere, Finland
	Tel:
Email:
	+358 50 486 7004
ye-kui.wang@nokia.com
+358 50 486 0637
stephan.wenger@nokia.com
+358 40 521 2845
miska.hannuksela@nokia.com

	Source:
	AHG on error resilience test conditions and applications 


_____________________________
1 Introduction

This document specifies the common conditions for SVC error resilience testing. Any proposal of an error resilient coding tool shall provide simulation results according to the common conditions.

2 Simulated environment 

Visual communication is simulated assuming an RTP/UDP/IP transport. As agreed in Busan, only packet losses are considered and bit errors are not considered, as UDP would discard packets with bit errors.

In principle, a simulation is to be performed as follows:  

a) NAL unit stream is encoded utilizing the sequence/frame rate/bit rate combinations as discussed in section 6.  For each RTP packet generated, an overhead of 40 octets (size of an RTP/UDP/IPv4 header) shall be taken into account.  No NAL unit shall exceed a size of 1400 octets.

b) Packetization: one slice or data partition NAL unit (or equivalent) in one RTP packet, similar to RFC 3984 single NAL unit mode.  Parameter sets are transmitted out-of-band and their packetization and lossy transmission hence not simulated. Other NAL unit types (e.g. SEI, EOS, Filler, …) shall not be used.  Proponents may use more sophisticated packetization schemes if required, but such packetization schemes shall be fully documented and a discussion of their benefits and drawbacks shall be included.

c) Erasure simulation: as discussed in Q15-I-16r1.

d) De-packetization

e) Reconstruction: the de-packetized bit stream is fed to the decoder.  Simple copy error concealment shall be used as a minimum.  If more advanced error concealment mechanisms are employed, they shall be documented in sufficient detail to allow the experts to attribute quality gains to the coding tool or to the error concealment.  If applicable, the same error concealment mechanism shall be used for both the anchor and the proposal.

f) Feedback channel: If a feedback channel is employed, the feedback channel shall be assumed reliable (for simplicity) and a round trip time (RTT) of 500 ms shall be assumed. Proponents are allowed to show additional results with different RTT values.

3 Packet loss patterns

The 4 packet loss patterns with average packet loss rates of 3%, 5%, 10% and 20% included in ITU-T VCEG Q15-I-16r1 are employed. Details about the generation, file format, and usage of the error patterns are available in Q15-I-16r1. 

At least 4000 contiguous coded pictures shall be used in the simulation to avoid the influence of error distribution in the patterns in the simulation results. 

4 Scalability considerations

For simplicity
, in simulations involving scalability, two layers shall be encoded, and the base layer is assumed undergone a lower packet loss rate than the enhancement layer. The same bandwidth share between the two layers shall be used for both the anchor and the proposal. Since scalable streams may also be transported in best-effort networks without any unequal error protection, the case of both layers undergoing the same packet loss rate shall also be simulated and results shown.

5 Sequence or bitstream repetition to generate at least 4000 coded pictures

For simulations with feedback, a conversational application environment is assumed.  Sequence repetition as discussed in section 5.1 shall be used.  

Otherwise, bit stream repetition as discussed in section 5.2 shall be used, which saves simulation time.  The regular IDR picture frequency is not deemed unrealistic for such an environment.

5.1 Sequence repetition

The pictures are first encoded in normal order till the sequence end, then in reverse order from the second last picture in the sequence end to the beginning, and then again in normal order from the second picture, and so on. 

5.2 Bitstream repetition

The sequence is encoded only once, and fed as often into the packetizer as required to accumulate at least 4000 coded pictures. 

6 Sequences, frame rates and target bitrates

All sequences shall be coded with a fixed frame-rate and bitrate as indicated below. Note that the bitrates are chosen conservatively. The quality measurement scheme (described below) will add some penalty for frames that got lost during transmission. The transmission of the first frame is subject to the same transmission errors as any other frame. 

Proponents are expected to use the numerically lowest constant base QP for the whole sequence that stays within the bit rate constraints. In other words, the whole sequence shall use the same base QP and adapt the QP on a macroblock basis only based on the default weight specified in Subsection 3.5 of the JSVM. Furthermore, there is no need to take provision for rate control algorithms that occasionally drop individual pictures, and hence it is forbidden to skip pictures beyond those skipped with the intention to achieve the requested frame rate. 

The bit-rates given in the table below includes the overhead of RTP/UDP/IPv4 headers of a cumulative 40 bytes per packet. This has to be taken into account when choosing the QP, the slice size, and the data partitioning in encoding. In particular will a higher number of packets per picture lead to higher overhead and thus to a lower available bitrate for video bits. 

	Sequence
	Size
	Frame Rate
	Channel Bitrate

	News
	QCIF
	10 fps
	48 kbit/s

	Foreman
	QCIF
	7.5 fps
	64 kbit/s

	Foreman
	QCIF
	7.5 fps
	144 kbit/s

	Football
	QCIF
	15 fps
	256 kbit/s

	Paris
	CIF
	15 fps
	144 kbit/s

	Paris
	CIF
	15 fps
	384 kbit/s

	Stefan
	CIF
	30 fps
	512 kbit/s


7 Anchor requirement

It makes no sense to include a new tool that has no improvement over the existent tools in the standard. Therefore, the anchor bitstream should be encoded in a way that best suits the target application. For example, insertion of intra macroblocks is typically needed in error-prone environment. 

8 Quality measurement

For all sequences, the error free case and all the average packet loss rates have to be tested. 

The average PSNR values shall be reported. PSNR values shall be calculated using each and every encoded picture in the source sequence including lost pictures. In addition to average PSNR values over the whole sequence, plots for the PSNR against time for coded pictures and sufficient information about lost frames if applicable are required.
Decoded sequences shall be available for subjective quality evaluation. Each lost picture shall be reconstructed using the previous reconstructed picture as a minimum to enable synchronized side-by-side playback and viewing of decoded sequences.  

9 Open issues

1) The loss patterns in Q15-I-16r1 are somehow old. If possible, some new loss patterns with better average loss rates could be used. For example, it would be nice to have a loss rate of 1%. 
2) It would be ideal to have a common simulator including RTP packetization/de-packetization and packet loss simulation developed. Two alternatives are available for consideration, at least as starting points: i) MPEG-21 Part 21, “Testbed for MPEG-21 resource delivery”
, and ii) 3GPP SA4 S4-AHVIC036, “Offline simulator for RTP/IP over UTRAN”
, which was developed from VCEG-N80.
3) Contribution of anchor streams is welcome. 
4) Error resilient implementations of JSVM, including support of multiple slices per picture, slice and picture loss detection, robust reference buffer management, error concealment, loss-aware rate-distortion optimized inter/intra macroblock decision, are needed for error resilient simulations. 
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� ITU-T VCEG-N80 specifies the common test conditions for RTP/IP over 3GPP/3GPP2, where packet loss patterns should be derived from the given bit error patterns and the packet size used. However, as far as we know, there has been no VCEG or JVT contribution ever using the test conditions. Furthermore, we think that using the Internet packet loss patterns for testing of error resilience tools is basically sufficient. 


� It is foreseen that most potential error resilient tools specific for scalable video coding would likely be applicable to a certain type of scalability. Inclusion of other types of scalability or too many layers will add difficulties to identify where the merits come from. In case an error resilient tool specific for scalable video coding and applicable for more than one type of scalability, different sets of data, each for one scalability type, can be provided to show the merits.


� The official website: � HYPERLINK "http://clabprj.ee.nctu.edu.tw/~mpeg21tb/" ��http://clabprj.ee.nctu.edu.tw/~mpeg21tb/�.


� Available from: � HYPERLINK "http://www.3gpp.org/ftp/tsg_sa/WG4_CODEC/Ad-hoc_video_codec/Docs/AHVIC-036.zip" ��http://www.3gpp.org/ftp/tsg_sa/WG4_CODEC/Ad-hoc_video_codec/Docs/AHVIC-036.zip�.
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