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Abstract

The quantization and inverse quantization process defined in JSVM assumes the Laplacian distribution with the fixed decoding points. In this contribution, we estimate the PDF of the coefficients in the decoder-side by the histogram of the quantized levels. In addition, we propose a simplified approximation of the coefficient histogram to minimize the complexity overhead. From this, we can compute the optimized decoding point equally dividing the PDF areas in the given quantization interval. The PSNR gain is up to 0.8 dB at the Qp value of 8 and 0.2 – 0.3 dB at the relatively low Qp values from 24 to 28.
Note: the computation of decoding point from the quantized level histogram can be further improved. Good mathematical approach is described in JVT-P111 [7] by Gary Sullivan.

1. Quantization and inverse quantization process in JSVM
The quantization process in H.264 as well as JSVM1.0 [4] can be summarized as follows: 

The quantization of the magnitude of a transform coefficient Xk is done as in the following equation
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where Lk is the quantized coefficient, Q is the quantizer step, k is the coefficient index, and f is the quantization offset, respectively. In both H.264 and JSVM, the quantization offset f is defined as f = Q/6 for inter-residual and f = Q/3 for intra-residual. Inverse quantization is simply done by multiplying the quantized coefficient by the quantization step as

[image: image2.wmf]Q

L

X

k

k

×

=

¢

 




(2)
where Xk' is the reconstructed coefficient.
It has been reported in various JVT documents [1]

 REF _Ref109538247 \r \h 
[2]

 REF _Ref100718910 \r \h 
[3] that adjusting the quantization offset f can improve  performance of the codec. This is because f can be used to control the dead-zone of the quantizer as well as the mean of quantization error.
2. Distribution-based unquantization process of coefficients
2.1 Previous approaches to optimize the quantization offset

JVT-O066 proposes that the dead zone (the region between the quantization thresholds around zero) can be adjusted by using an additional quantization offset. In this contribution, the additional offset is estimated using a closed-loop estimation process at the encoder and then sent to the decoder in the bit-stream.
In JVT-O069 [5], there are 14 classes of quantization offset values (INTRA_DC, INTRA_AC, INTER_DC etc). For each class of coefficients, an optimal step size can be measured for each quantization step size Qs. These ideal values are then sent to the decoder as a difference from an expected Laplacian curve.

Although these proposals have shown the new approach can provide the better performance, extra side-bits should be transmitted to send the offset parameter. If we can estimate the PDF of the coefficients in the decoder-side atleast approximately, and use it to compute the optimal offset, performance improvements can be obtained without transmitting any side-bits. In this contribution, we propose a decoder-side PDF estimation technique for the coefficients and a modified unquantization process based on the estimated PDF.
2.2 Distribution-based unquantization process
According to Equation (1), the quantized value L, the input value X, the quantization step Qstep, and the quantization offset f have a relationship as shown in Figure 1.
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Figure 1 Relationship between input value, quantized level, quantization step, and quantization offset.

Although Equation (2) yields the unquantization process by a simple multiplication of quantized level by quantization step, X' = L(Qstep, this may not be the optimal one.  The optimal decoding point X' can be obtained if we know the actual PDF of the coefficients. 
The optimal decoding point X' can be defined by the point that equally divids the total area of PDF in the range of the corresponding quantized level as
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where a and b is the start and end points of the quantization range, respectively. However, the PDF of the actual coefficients X, F(x) is not available at the decoder. The key idea of this contribution is to use the quantized level to construct an approximation of the distribution function F(x). From this approximate distribution function, the coefficients are re-estimated at the optimal decoding point. Figure 2 shows an example of the approximation of distribution function by the histogram of L, Fc(L).

[image: image5.emf]01Qs2Qs-1Qs-2Qs

012-1-2

Offset =Qs/N

Fc(0)

Fc(1)

Fc(2)

Distribution function F(x); x = input value

Input value

quantized level


Figure 2 Approximation of distribution function by discrete points.
If the quantization step, Qs is sufficiently small, we can assume that this PDF is continuous within this discrete interval, as shown in Figure 2. To simplify the problem, we estimate the interpolated histogram count function at the boundaries of the quantized range, Fc(a) and Fc(b), and compute the probable decoding points X' from Fc(a) and Fc(b). Fc(a) and Fc(b) can be computed by simple interpolation using neighbouring count values:
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Now, we have two count values at the two boundaries of the quantized range of L. 
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Figure 3 Computation of two count values at two boundaries of quantized range L.

We can find the optimal value X’ such that, X’ divides the area between the quantization range [a, b) into two halves having equal probability. To further simplify the problem, we model the PDF in this range by two rectangles of the equal width.
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Figure 4 Rectangular modeling of PDF in one quantization range.

From this simplified model, we can compute the optimal value, X' by a simple arithmetic. Substituting these values into (3) and solving for X’ we get:
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where
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Thus, the only necessary information is the ratio of the histogram count at two boundaries of the quantization range. It should be noted that the Rc can be quantized and right-hand-side in Equation (5) can be tabularized for reducing the implementation cost.
Although Equation (5) can be extended for the case that L is zero, we simply skip the modification process if L has a value of zero. Generally, since many coefficients have a value of zero, the complexity overhead is not severe in the proposed scheme.
2.3 Distribution smoothing technique
To obtain a reasonable distribution function, the number of counts should be large enough. However, due to the spatial localization property of most residual coefficients, we apply the smoothing technique similar to CABAC update scheme. That is, the count function Fc(L) is multipled by pre-defined constant ( if the maximum count of Fc(L) is larger than the threshold. It effectively reduces the effects of the previously accumulated statistics and emphasizes the statistics of the coefficients near the coefficients that are currently being quantized.
3. Experimental results

We implemented the proposed method to JSVM1 software [4] for all 4x4 cases of coefficient quantization, including inter-predicted, intra-predicted, and intra-base predicted residuals. For 8 test sequences (Bus, Foreman, Football, Mobile, City, Crew, Harbour, and Soccer), we have performed two different tests to show the performance improvements of the proposed method. 
3.1 Test 1: two-layer configuration of same resolution (coarse grain SNR scalability)

The first test uses two-layer configuration of the same resolution. The base-layer Qp is fixed to 36 and the enhancement-layer Qp is increased from 36 to 8. The motion Qp is defined as in Munich configuration, and the GOP size is fixed to 32. For the frame-rates, CIF resolution at 15Hz was used while 4CIF resolution at 30Hz was used.
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Figure 5 Test 1: PSNR graph of BUS sequence.
In BUS sequence, PSNR improvement increases gracefully as dQp increases. The max PSNR gain is up to 0.8 dB with 1.4% bit savings at Qp = 8 of enhancement layer. When Qp of enhancement layer is 28, which means dQp is 8, the PSNR gain is about 0.13 dB.
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Figure 6 Test 1: PSNR graph of FOREMAN sequence.
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Figure 7 Test 1: PSNR graph of Football sequence.
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Figure 8 Test 1: PSNR graph of Mobile sequence.
In other CIF sequences, the trends are similar. The PSNR gain increases as dQp does. The max PSNR gain is about 0.5 – 0.8 dB.
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Figure 9 Test 1: PSNR graph of City sequence.
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Figure 10 PSNR graph of Crew sequence.
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Figure 11 PSNR graph of Harbour sequence.
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Figure 12 PSNR graph of Soccer sequence.

3.2 Test 2: two-layer configuration of different resolution (spatial scalability)

The second test uses two-layer configuration of different resolution. For CIF sequences, base-layer has a QCIF resolution while the enhancement layer has a CIF resolution. For 4CIF sequences, CIF to 4CIF resolution change was used. For Test 2, we use the same Qp values from 36 to 8 for both layers.
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Figure 13 PSNR graph of BUS sequence.
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Figure 14 Test 2: PSNR graph of Foreman sequence.
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Figure 15 Test 2: PSNR graph of Football sequence.
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Figure 16 Test 2: PSNR graph of Mobile sequence.
It is interesting that the PSNR gain and bit-saving are almost equal to that of  Test 1. It indicates that the performace gain does not come from the base-layer configuration, but the Qp value of the enhancement layer, since as Qp becomes smaller, the decoder-side statistics becomes more reasonable.
4. Syntax, semantics, and decoding process changes
Syntax and semantics changes

There are no syntax or semantics changes.

Decoding process changes

Already described in Section 2.2.
5. Conclusion

New unquantization process based on a decoder-side PDF estimation technique is proposed. The proposed method is composed of two things: (1) decoder-side PDF estimation from the quantized level, and (2) the simplified unquantization process based on the decoder-side PDF. The experimental results show that the proposed method improves the PSNR values up to 0.8 dB with about 1% bit-saving and it is especially effective at the low value of Qp. In the moderate Qp ranges, the proposed method provides about 0.15 dB at Qp of 28, and 0.30 dB at Qp of 24 with negligible bit-savings.
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