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1. Introduction
Although many coding part of current JSVM adopted same scheme in MPEG-4 AVC/H.264, the statistical characteristics of JSVM syntax elements could be different from H.264 due to newly adopted coding schemes for scalability such as MCTF and layered structure. To improve the entropy coding of JSVM, Context Adaptive Binary Arithmetic Coding (CABAC) scheme, we proposed a new context modeling scheme based on inter-layer relationship [1][2]. In JVT-O021, we designed the context modeling for the syntax element mb_type. In this document, we extend the proposed scheme to other syntax element such as header information and residual data.
2. Context modeling for enhancement layer syntax

To improve coding efficiency of the context adaptive arithmetic coding scheme, it is important to design an adequate model that exploits the statistical dependency between current symbol and pre-coded symbol set. When adaptively estimated conditional probability based on context model provides larger probability of MPS (Most Probable Symbol), the coding efficiency will be relatively increased as long as the estimation of conditional probability is valid.
In scalable video coding, each layer contains the information of coding element in base layer and the syntax element is predicted from data of base layer macroblock as long as base layer exists. Therefore, we can improve the context modeling of CABAC by exploiting the statistical dependency among layers. The proposed context modeling scheme of CABAC is depicted in Fig. 1. In conventional context modeling scheme, the context template consists of two neighboring syntax elements A and B as depicted in Fig 1(a), while the context template of proposed scheme have the additional syntax element C that is located in corresponding base layer macroblock as shown in Fig. 1(b) and 1(c).
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Fig. 1. The proposed context modeling scheme by using base layer syntax

Table 1. Assignment of context index to bin index of mb_type in each slice type
	Syntax element
	Bin index

	
	0
	1
	>=2

	mb_type (I)
	#1 (fixed)
	Same with AVC
	Same with AVC

	mb_type (P)
	#3 (model-1)
	Same with AVC
	Same with AVC

	mb_type (B)
	#6 (model-3)
	#2 (model-2)
	#1 (fixed)

	base_mode_flag (P)
	#3 (model-1)
	
	

	base_mode_flag (I, B)
	#3 (model-1)
	
	

	base_mode_refinement_flag (P)
	#3 (model-1)
	
	

	base_mode_refinement_flag (B)
	#3 (model-1)
	
	

	intra_base_flag (I)
	#1 (fixed)
	
	

	intra_base_flag (P,B)
	#1 (fixed)
	
	

	cbpy (I)
	#6 (model-3)
	
	

	cbpy (P)
	#6 (model-3)
	
	

	cbpy (B)
	#6 (model-3)
	
	

	coded_block_flag
	#4 (model-3)
	
	

	significant_coeff_flag (I)
	#180 (model-2)
	
	

	significant_coeff_flag (P,B)
	#180 (model-2)
	
	

	last_significant_coeff_flag (I)
	#180 (model-2)
	
	

	last_significant_coeff_flag (P,B)
	#180 (model-2)
	
	

	coeff_abs_level_minus1
	#60 (model-2)
	Same with AVC
	Same with AVC

	coeff_abs_level_minus1
	#60 (model-2)
	Same with AVC
	Same with AVC


3. The proposed context modeling and binarization

If base layer is available, the proposed context modeling and binarization is applied to the syntax element of the enhacement layer macroblock. The assignment of context index of each bin of the each syntax element is illustrated in Table 1. For the derivation process of ctxIdxInc for the syntax element, the following is applied.
1. mb_type

In case of the first bin of mb_type, the following applies

If any of the following conditions is true, condTermFlagN (N=A/B/C) is set equal to 0

· mbAddrN is not available

· Slice type is P slice and mb_type for the macroblock mbAddrN is equal to Intra

· Slice type is B slice and mb_type for the macroblock mbAddrN is Intra if mbAddrN is the collocated macroblock in base-layer

· Slice type is B slice and mb_type for the macroblock mbAddrN is B_Direct_16x16 or base_mode_flag of the macroblock mbAddrN equal to one

· Slice type is B slice and mb_type for the macroblock mbAddrN is 16x16 or 8x8 if mbAddrN is the collocated macroblock in base-layer

Otherwise, condTermFlagN is set equal to 1

ctxIdxInc = (condTermFlagA + condTermFlagB)*2 + condTermFlagC

In case of the second bin of mb_type, the following applies

If any of the following conditions is true, condTermFlagN (N=C) is set equal to 0

· mbAddrN is not available

· Slice type is B slice and mb_type for the macroblock mbAddrN is 8x8

Otherwise, condTermFlagN is set equal to 1

ctxIdxInc = condTermFlagC

2. base_mode_flag

If any of the following conditions is true, condTermFlagN (N=A/B) is set equal to 0

· mbAddrN is not available

· base_mode_flag of the macroblock mbAddrN is equal to one

Otherwise, condTermFlagN is set equal to 1

ctxIdxInc = condTermFlagA + condTermFlagB

3. base_mode_refinement_flag

If any of the following conditions is true, condTermFlagN (N=A/B) is set equal to 0

· mbAddrN is not available

· base_mode_refinement_flag of the macroblock mbAddrN is equal to one

· base_mode_flag of the macroblock mbAddrN is equal to one

Otherwise, condTermFlagN is set equal to 1

ctxIdxInc = condTermFlagA + condTermFlagB

4. coded_block_pattern for luma (cbpy)

A: left 8x8 block

B: upper 8x8 block

C: the corresponding 4x4 block in base layer

If any of the following conditions is true, condTermFlagN (N=A/B/C) is set equal to 0

· mbAddrN is not available

· the macroblock mbAddrN is not skipped and (( CodedBlockPatternLuma >> luma8x8BlkIdxN ) & 1) is not equal to 0 for the macroblock mbAddrN

· coded_block_flag of the corresponding 4x4 block is not equal to 0 for the macroblock mbAddrN which is located in base layer

Otherwise, condTermFlagN is set equal to 1

ctxIdxInc = (condTermFlagA + condTermFlagB)*2 + condTermFlagC

5. coded_block_flag

A: left 4x4 block

B: upper 4x4 block

C: the corresponding 4x4 block in base layer

If any of the following conditions is true, condTermFlagN is set equal to 0

· mbAddrN is not available

· the macroblock mbAddrN is skipped or (( CodedBlockPatternLuma >> luma8x8BlkIdxN ) & 1) is equal to 0 for the mbAddrN

· coded_block_flag of the blockAddrN is equal to 0

Otherwise, condTermFlagN is set equal to 1

ctxIdxInc = condTermFlagA + condTermFlagB + condTermFlagC

6. significant_coeff_flag, last_significant_coeff_flag

For the syntax elements significant_coeff_flag and last_significant_coeff_flag is decided by the number of coefficient and the scanning position scanningPos. within the regarded block.

ctxIdxInc = baseNumIdx * (maxNumCoeff - 1) + scanningPos

baseNumIdx = ( (numBaseCoeff > 6) ? 2 : (numBaseCoeff > 2) ? 1 : 0)

Where numBaseCoeff is the number of coefficient at the corresponding 4x4 block in base layer macroblock.

7. coeff_abs_level_minus1

If binIdx is equal to 0, ctxIdxInc is derived by
ctxIdxInc = baseNumIdx * 5 + ((numDecodAbsLevelGt1 != 0)? 0 : Min(4 , 1 + numDecodAbsLevelEq1)

We propose additional binarization process for the syntax element, mb_type of enhancement layer macroblock in B slice as shown in Table 2.
Table 2. Binarization for mb_type of B slice in enhancement layer
	Slice type
	Value (name) of mb_type
	Bin string

	B slice
	0 (B_Direct_16x16)
	0
	
	
	
	
	
	
	

	
	1 (B_L0_16x16)
	1
	1
	0
	0
	0
	
	
	

	
	2 (B_L1_16x16)
	1
	1
	0
	0
	1
	
	
	

	
	3 (B_Bi_16x16)
	1
	1
	0
	1
	
	
	
	

	
	4 (B_L0_L0_16x8)
	1
	1
	1
	0
	0
	0
	0
	

	
	5 (B_L0_L0_8x16)
	1
	1
	1
	0
	0
	0
	1
	

	
	6 (B_L1_L1_16x8)
	1
	1
	1
	0
	0
	1
	0
	

	
	7 (B_L1_L1_8x16)
	1
	1
	1
	0
	0
	1
	1
	

	
	8 (B_L0_L1_16x8)
	1
	1
	1
	0
	1
	0
	0
	

	
	9 (B_L0_L1_8x16)
	1
	1
	1
	0
	1
	0
	1
	

	
	10 (B_L1_L0_16x8)
	1
	1
	1
	0
	1
	1
	0
	

	
	11 (B_L1_L0_8x16)
	1
	1
	1
	0
	1
	1
	1
	

	
	12 (B_L0_Bi_16x8)
	1
	1
	1
	1
	0
	0
	0
	0

	
	13 (B_L0_Bi_8x16)
	1
	1
	1
	1
	0
	0
	0
	1

	
	14 (B_L1_Bi_16x8)
	1
	1
	1
	1
	0
	0
	1
	0

	
	15 (B_L1_Bi_8x16)
	1
	1
	1
	1
	0
	0
	1
	1

	
	16 (B_Bi_L0_16x8)
	1
	1
	1
	1
	0
	1
	0
	0

	
	17 (B_Bi_L0_8x16)
	1
	1
	1
	1
	0
	1
	0
	1

	
	18 (B_Bi_L1_16x8)
	1
	1
	1
	1
	0
	1
	1
	0

	
	19 (B_Bi_L1_8x16)
	1
	1
	1
	1
	0
	1
	1
	1

	
	20 (B_Bi_Bi_16x8)
	1
	1
	1
	1
	1
	0
	0
	0

	
	21 (B_Bi_Bi_8x16)
	1
	1
	1
	1
	1
	0
	0
	1

	
	22 (B_8x8)
	1
	0
	
	
	
	
	
	

	
	23 to 48 (Intra, prefix only)
	1
	1
	1
	1
	1
	0
	1
	1

	binIdx
	0
	1
	2
	3
	4
	5
	6
	7


4. Simulation Result

We implemented the proposed scheme on JSVM 2.0 software and tested it under newly adopted test condition for spatial scalability. To evaluate the bit reduction ratio of the proposed scheme against JSVM, however, we did not utilize rate control to get each layer by fixed bit rate. Each layer is decided by fixed QP value not bit rate.

The simulation result is shown in Table 3 ~ 5.
Table 3. Bit-reduction ratio of the proposed scheme in header information and residual data
	Bus
	Reference
	Header Information
	Residual data

	
	PSNR 

[dB]
	Bitrate [kbps]
	Bit portion 

[%]
	Reduction ratio [%]
	Bit portion
[%]
	Reduction ratio [%]

	[CIF@30]
	29.94 
	386.07 
	10.46 
	3.52 
	27.29 
	0.39 

	
	31.30 
	517.02 
	8.75 
	4.00 
	29.88 
	0.64 

	
	33.29 
	782.24 
	6.55 
	3.77 
	33.31 
	0.93 


	Football
	Reference
	Header Information
	Residual data

	
	PSNR 

[dB]
	Bitrate [kbps]
	Bit portion 

[%]
	Reduction ratio [%]
	Bit portion
[%]
	Reduction ratio [%]

	[CIF@30]
	32.86 
	784.25 
	7.05 
	3.30 
	33.41 
	0.91 

	
	34.39 
	1048.20 
	5.51 
	2.60 
	36.02 
	1.15 

	
	36.85 
	1620.83 
	3.71 
	3.95 
	38.90 
	1.36 


	Foreman
	Reference
	Header Information
	Residual data

	
	PSNR 

[dB]
	Bitrate [kbps]
	Bit portion 

[%]
	Reduction ratio [%]
	Bit portion
[%]
	Reduction ratio [%]

	[CIF@30]
	34.23 
	192.16 
	15.81 
	4.21 
	22.55 
	-0.26

	
	35.47 
	253.90 
	13.41 
	4.33 
	25.66 
	-0.06

	
	37.14 
	385.20 
	10.36 
	4.56 
	29.61 
	0.47 


	Mobile
	Reference
	Header Information
	Residual data

	
	PSNR 

[dB]
	Bitrate [kbps]
	Bit portion 

[%]
	Reduction ratio [%]
	Bit portion
[%]
	Reduction ratio [%]

	[CIF@30]
	28.77 
	255.92 
	10.87 
	6.79 
	29.09 
	1.15 

	
	30.36 
	384.72 
	8.62 
	6.53 
	32.18 
	1.42 

	
	31.43 
	521.56 
	7.21 
	6.05 
	34.36 
	1.17 


Table 4. The overall performance gain of the proposed method
	Bus
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	29.94 
	386.07 
	29.94 
	384.26 
	0.47%

	
	31.30 
	517.02 
	31.30 
	514.13 
	0.56%

	
	33.29 
	782.24 
	33.29 
	777.77 
	0.57%


	Football
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	32.86 
	784.25 
	32.87 
	779.92 
	0.55%

	
	34.39 
	1048.20 
	34.40 
	1041.97 
	0.59%

	
	36.85 
	1620.83 
	36.85 
	1610.07 
	0.66%


	Foreman
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	34.23 
	192.16 
	34.23 
	190.96 
	0.62%

	
	35.47 
	253.90 
	35.47 
	252.39 
	0.59%

	
	37.14 
	385.20 
	37.14 
	382.74 
	0.64%


	Mobile
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	28.77 
	255.92 
	28.77 
	252.93 
	1.17%

	
	30.36 
	384.72 
	30.36 
	380.83 
	1.01%

	
	31.43 
	521.56 
	31.44 
	517.29 
	0.82%


	City
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	34.83 
	250.50 
	34.84 
	248.08 
	0.96%

	
	36.98 
	383.96 
	36.98 
	380.48 
	0.91%

	
	38.25 
	512.45 
	38.25 
	508.45 
	0.78%

	[4CIF@60]
	34.85 
	1077.74 
	34.85 
	1067.41 
	0.96%

	
	35.96 
	1592.97 
	35.96 
	1579.12 
	0.87%

	
	36.91 
	2519.78 
	36.91 
	2499.48 
	0.81%


	Crew
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	33.99 
	382.36 
	34.00 
	381.64 
	0.19%

	
	34.93 
	510.15 
	35.21 
	508.70 
	0.29%

	
	36.94 
	764.29 
	36.93 
	761.20 
	0.41%

	[4CIF@60]
	34.68 
	1429.97 
	34.68 
	1425.94 
	0.28%

	
	35.70 
	2100.06 
	35.95 
	2094.81 
	0.25%

	
	37.17 
	3171.69 
	37.17 
	3155.01 
	0.53%


	Harbour
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	30.18 
	383.42 
	30.18 
	381.82 
	0.42%

	
	31.13 
	510.25 
	31.13 
	508.35 
	0.37%

	
	32.63 
	762.95 
	32.62 
	760.33 
	0.34%

	[4CIF@60]
	31.60 
	1495.52 
	31.60 
	1489.85 
	0.38%

	
	32.57 
	2011.75 
	32.57 
	2005.46 
	0.31%

	
	34.02 
	3160.63 
	34.02 
	3151.03 
	0.30%


	Soccer
	Reference
	SKKU
	 Bit-reduction ratio [%]

	
	PSNR [dB]
	Bitrate [kbps]
	PSNR [dB]
	Bitrate [kbps]
	

	[CIF@30]
	33.86 
	377.55 
	33.85 
	375.67 
	0.50%

	
	35.33 
	512.62 
	35.33 
	509.51 
	0.61%

	
	37.35 
	765.43 
	37.36 
	761.76 
	0.48%

	[4CIF@60]
	34.83 
	1514.51 
	34.82 
	1506.93 
	0.50%

	
	36.30 
	2173.69 
	36.30 
	2161.45 
	0.56%

	
	37.63 
	3160.92 
	37.63 
	3143.32 
	0.56%


Table 5. The overall bit-reduction ratio under the restricted condition for probability update
	Bus
[CIF@30]
	Fully Update

(1 Slice / frame)
	NO_Update

(≈1 Slice / 1MB)
	Update_10

(1 Slice / 10MB)

	
	0.47%
	5.40%
	2.82%

	
	0.56%
	5.48%
	2.67% 

	
	0.57%
	4.93%
	2.18% 


	Football
[CIF@30]
	Fully Update

(1 Slice / frame)
	NO_Update

(≈1 Slice / 1MB)
	Update_10

(1 Slice / 10MB)

	
	0.47%
	2.52%
	1.39%

	
	0.56%
	2.48%
	1.23%

	
	0.57%
	2.73%
	1.10%


	Foreman
[CIF@30]
	Fully Update

(1 Slice / frame)
	NO_Update

(≈1 Slice / 1MB)
	Update_10

(1 Slice / 10MB)

	
	0.47%
	4.92%
	4.14%

	
	0.56%
	4.20%
	3.37%

	
	0.57%
	3.21%
	2.22%


	Mobile
[CIF@30]
	Fully Update

(1 Slice / frame)
	NO_Update

(≈1 Slice / 1MB)
	Update_10

(1 Slice / 10MB)

	
	0.47%
	7.87%
	5.84%

	
	0.56%
	6.58%
	4.47%

	
	0.57%
	5.65%
	3.49%


Table 3 shows the bit-reduction ratio of the proposed scheme against JSVM 2.0 for the syntax element where we applied the proposed context modeling. In case of the syntax elements corresponding to header information such as mb_type and cbpy, the proposed scheme can obtain the bit saving 4.5 % on average. The bit portion of the applied syntax elements over overall bits is less than 10%. In case of the syntax elements corresponding to residual data, the bit-reduction ratio of the proposed method is 0.77% on average. Based on our observation, probability of the transform coefficient which absolute value is greater than 1 is less 5%. Since there are only few coefficients are coded in enhancement layer due to high QP value, the adaptive context modeling based on the number of coefficients in base layer block does not give much gain. The overall coding gain of the proposed scheme is up to 1.1% in terms of bit saving as depicted in Table 4.
Table 5 shows the overall coding gain of the proposed method under restricted coding for probability update in arithmetic coding engine. Although the initial probability of context does not well match to actual statistic of symbol, we can found that the inaccurate probability models can gradually approach to actual probability of symbol due to probability update of arithmetic coding engine. If the probability update is not allowed, the bit reduction ratio of the proposed scheme is increased up to about 8% (4.7% on average). In case of context re-initialization with every 10 macroblock (Update_10), the bit saving of the proposed scheme is up to 6% (3% on average). As slice size is smaller, the coding gain is also increased. When we service the video streaming over wireless network which has a limitation on MTU (Maximum Transfer Unit) size, we can expect that the proposed scheme provides relatively high coding gain. 
5. Conclusion

In this document, we proposed new context modeling using inter-layer relationship and binarization process for syntax element corresponding header information and also residual data in enhancement layer. In test result, the overall coding gain of the proposed scheme is less than 1% because the bit portion of applied syntax element is relatively small. However, the coding gain of the proposed scheme is increased as slice size is decreased. If the probability update is not allowed, the coding gain is increased up to 8%. In case of mobile application which has a limitation on packet size, the proposed scheme would have a benefit on coding efficiency. 
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Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	X
	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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