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Abstract
Motion Estimation is in general one of the most computationally complex processes within a video encoding system. This is especially true within the H.264 reference software considering that motion estimation may need to be performed using multiple references or block sizes. With the extension and usage however of the H.264 standard into higher resolutions and formats, encoding speed, especially for purposes of evaluating the H.264 standard performance using the reference software, has become even more vital. In [1] we presented an extension of our predictive based fast motion estimation algorithms [3], variations of which were also previously adopted in the MPEG-4 optimization model [5], as a method of reducing the complexity of motion estimation with little if any impact on compression efficiency. Our original contribution, nevertheless, was only presented as an informational document and was not at the time intended for integration within the reference software. Although afterwards a rather similar motion estimation scheme was adopted in the reference software, unfortunately its implementation had originally severe problems especially in terms of memory utilization but also speed when using larger search windows which can be vital for good performance at larger resolutions. Although memory utilization has been improved since then with the assistance of the Reference Software editors (including the author), the speed improvement was still not satisfactory. Therefore, in this contribution, we reintroduce the scheme presented in [1], with some minor enhancements, and propose that this scheme is adopted in the reference software as an alternative to the existing fast motion estimation scheme since it can provide further benefits in terms of complexity reduction. We should point out, with respect also to the current Fast ME contributors, that it is not our goal to replace the existing scheme while, by considering the paradigm of the MPEG-4 Optimization model, we believe that multiple non-normative algorithms could coexist in the JM reference software. 
1. Introduction - Predictive Motion Estimation
Predictive motion estimation algorithms [1, 2, 3] have become quite popular in several video coding implementations and standards, such as MPEG-4, due to their very low encoding complexity and high efficiency compared to the brute force Full Search (FS) algorithm. The efficiency of these algorithms comes mainly from initially considering several highly likely predictors and by introducing very reliable early-stopping criteria. In addition, simple yet quite efficient checking patterns were employed to further optimize and improve the accuracy of the estimation. For example, the Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [3] initially examined a 6 predictor set including the 3 spatially adjacent motion vectors used also within the motion vector prediction, the median predictor, (0,0), and the motion vector of the co-located block in the previous frame. It also employed adaptively calculated early stopping criteria that were based on correlations between adjacent blocks. If the minimum distortion after examining this set of predictors was lower than this threshold then the search was immediately terminated. Otherwise an adaptive two stage diamond pattern centered on the best predictor was used to refine the search further. Due to its high efficiency (more than 200 times on the average faster than FS in terms of checking points examined using search area (16) the algorithm was also accepted within the MPEG-4 Optimization Model [5] as a recommendation for motion estimation. The Advanced Predictive Diamond Zonal Search (APDZS) [3] used the same predictors and concepts on adaptive thresholding as PMVFAST, but employed a multiple stage diamond pattern mainly to avoid local distortion minima thus achieving better visual quality while having insignificant cost in terms of speed up compared to PMVFAST. 

In [2] we have introduced the Enhanced Predictive Zonal Search (EPZS) algorithm which employed a simpler, single stage pattern (diamond or square). EPZS achieved better performance in both terms of encoding complexity and quality than the above mentioned algorithms mainly due to the consideration of additional predictors and better thresholding criteria. A 3-Dimensional version of EPZS was also introduced with the main focus on multiple-frame reference fast motion estimation such as is the case of the JVT standard. Considering the low complexity and efficiency of these algorithms, it would be highly desirable to implement and adapt any such implementation within the JVT standard.

The JVT standard, apart from the multiple frame referencing discussed above, has some additional distinctions compared to previous standards that considerably affect the performance and complexity of motion estimation. In particular, unlike MPEG-4 and H.263/H.263++ that only consider block types of 16(16 and 8(8, JVT considers five additional block types, including block types of 16(8, 8(16, 8(4, 4(8, and 4(4, which have to be considered within a fast motion estimation implementation. Furthermore, considering that the current JVT implementation [4] employs a Rate Distortion Optimization method for both motion estimation and mode decision, it is imperative, even though not necessary, that this is also taken in account. In particular, within the current JVT software the best predictor is found by minimizing:
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 being the Lagrange multiplier. The rate term 
[image: image5.wmf])

(

p

m

-

R

 represents the motion information only and is computed by a table-lookup. The SAD (Sum of Absolute Differences) is computed as:
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with s being the original video signal and c being the coded video signal. Equation 1 and the value of 
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 need to be taken in consideration within our scheme.

Without yet exploiting a 3-Dimensional implementation of a predictive Fast Motion Estimation, we introduce in this document a very efficient EPZS algorithm that can considerably reduce the complexity of the JVT encoder while having minimal coding efficiency loss. All features of this algorithm are introduced and discussed in detail in the next section. Due to also other high complexity features of the encoder, including frame interpolation, sub-pixel motion estimation, Rate Distortion Optimization decisions etc, we can claim that, if these are not optimized, the current JVT implementation has basically reached a lower bound in terms of speed up. 

2. Enhanced Predictive Zonal Search (EPZS) for Motion Estimation

The Enhanced Predictive Zonal Search (EPZS), similar to all other predictive algorithms, is mainly comprised by 3 features, the initial predictor selection, the adaptive early termination, and the final prediction refinement. In section 3.1 we will first introduce the predictor selection process, and how such could be adapted depending on the encoding requirements. In section 3.2 we will focus on the adaptive early termination process, whereas in section 3.3 the prediction refinement process will be described. 

2.1. Predictor Selection

The predictor selection can easily be considered as the key feature of EPZS and predictive algorithms in general. Instead of having to examine all possible checking positions within a given search area, only a smaller set of highly reliable predictors is examined, which is believed that might contain or be close enough to the best possible position. It is quite obvious that the performance of the motion estimation can be affected significantly from the selection of these predictors, whereas such also depends highly on the required encoding complexity, the motion type (high, low, medium) within the picture, distortion, the reference frame examined, and the current block type. Such predictors can be selected by exploiting several correlations that may exist within the sequence, including temporal and spatial correlation, or can even be fixed positions within the search window. In general an adaptive predictor set S can be defined as:
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These predictors are classified into subsets depending on their importance. 
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Figure 1: Motion vector distribution in Bus (a) and Foreman (b) sequences versus the Median Predictor in MPEG-4

The most important predictor within this set is perhaps the Motion Vector Predictor (MVP), used also for Motion Vector Coding within JVT. This predictor is calculated based on a median calculation, which in general terms results in a motion vector for the current block with values for each element equal to the median of the motion vectors of the adjacent blocks on the left, top, and top-right (or top-left). As can also be seen from Figure 1, this predictor tends to have a very high correlation with the current motion vector which also justifies its usage within the motion vector coding process. Since we have found that this predictor tends to be the most correlated one with the current motion vector, we will consider this median predictor as predictor subset S1 for reasons that will become clearer within the next section.
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Figure 2: Spatial and temporal predictors for the EPZS algorithm

In addition to the median predictor, we have found [3] that motion vectors in previously coded adjacent pictures and motion vectors from spatially adjacent blocks are also highly correlated with the current motion vector (Figure 2). With regards to spatial predictors, motion vectors are already available at the encoder and no additional memory for our scheme is required. Scaling can also be easily applied to support multiple references using the temporal distances of the available references. However, considering that it is possible that some of these predictors may not be available (i.e. an adjacent block may have been coded as intra), we may also optionally consider spatial prediction using predictors prior to the final mode decision to better handle such cases. Obviously, these predictors would require additional memory to be allocated for their proper support. Nevertheless, and even though we may wish to store motion information for all possible block types and references, only motion information for a single row of Macroblocks needs to be stored which is relatively negligible even for higher resolutions. However, if memory is critical and one would still wish to use such predictors, one could store only the motion vectors for the first reference in each list and scale these predictors based on temporal distances for all other references. It should be pointed out that these predictors could also be problematic if a fast mode decision scheme is used that does not compute the entire motion field for all block types and references.

Temporal predictors however, although already available since they are already stored for generating motion vectors for direct modes in B slices, have to be first processed, i.e. temporally scaled, before they are used for prediction. This process is nevertheless relatively simple but also very similar to the generation of the motion vectors for the temporal direct mode. Unlike though the scaling for temporal direct which is also only applicable to B slices, we extend this scaling to support P slices but also multiple references. More specifically, for B slices temporal predictors are generated by appropriately projecting and scaling the motion vectors of the first list 1 reference towards always, nevertheless, the first list 0 and list 1 references, while for P slices, motion vectors from the first list 0 reference are projected to the current position and again scaled towards to the first list 0 reference (Figure 2). More specifically, for B slices the co-located block’s motion vector MV is scaled to generate the list0 and list1 motion vectors as:
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where TDB and TDD are the temporal distances between the current picture and its first list0 reference and of the list1 and its own reference respectively. Similarly for P slices we have:
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where now TD1 and TD2 are the temporal distance between the current picture and the first list0 reference, and the temporal distance between the first list0 reference and the co-located block’s reference respectively. Temporal predictors are scaled always towards the zero reference since this could simplify the process of considering these predictors for all other references within the same list (i.e. through performing a simple multiplication that considers the distance relationship of these references) while also limiting the necessary memory required to store these predictors. Temporal predictors could be rather useful in the presence of large and in general consistent/continuous motion, while the generation process could be performed at the slice level. In our implementation we consider 9 temporal predictors, more specifically the co-located and its 8 adjacent block. These predictors could be considerably reduced by adding additional criteria based on correlation metrics, some of which are also described in [3]. Although in our previous contributions we have also discussed the use of the accelerator predictor, in this implementation this was not consider to avoid additional memory storage and computation.
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Figure 3.  Consideration of co-located motion vectors in B slices (a) and P slices (b)

Additional predictors could also be added by considering the motion vectors computed for the current block or partition using a different reference or block type. In our case 5 such predictors are considered, 2 that depend on reference, and 3 on block type. More specifically, we may use as predictors for searching within reference ref_idx the temporally scaled motion vectors found when searching reference 0 and ref_idx -1.  Similarly, when testing a given block_type we may consider the motion vectors computed for its parent blocktype but also those of blocktype 16x16 and 8x8. Conditioning of these predictors could be applied based on distortion and reliability of motion candidates.

As in [1], in our scheme we also consider optional search range dependent predictor sets(Figure 4). These sets can be adaptive depending on different conditions of the current or adjacent blocks/partitions, but also encoding complexity requirements (i.e. if a certain limit on complexity has been reached no such predictors would be used, or a less aggressive set would be selected instead). Reduction of these predictors could also be achieved through generation of predictions  using Hierarchical Motion estimation strategies, or/and by considering predictors that may have been generated in preprocessing elements (i.e. for prefiltering or analyzing the original video source). In this implementation however we have considered two different search range dependent patterns, one less aggressive which adds 8 predictors at positions 4(2N with N=0..(log2(search_range)-2) from a center (i.e. zero or as in our case the median predictor) and a second more aggressive pattern which also adds 9 more predictors at intermediate positions. In this scheme, the second pattern is used if 2 or more of the spatial neighbors were intra coded.  Other patterns could also be used, i.e. patterns based on diamond or circular allocation, directional allocation based on motion direction probability etc. The center of these predictors could also be dynamically adjusted by for example first testing all other predictors (using full distortion or other metrics) and selecting the best one from that initial set as the center for this pattern. These predictors can also be switched based on slice type, block type and reference indicator. 
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Figure 4: Two possible search range dependent predictor sets supported by our scheme for search-range equal to 8. 
2.2. Adaptive Early Termination
Similar to motion vectors, distortion of adjacent blocks tends to be highly correlated. Considering this fact, we introduce an early termination process within our scheme which enables an additional improvement in terms of complexity reduction of the motion estimation process. After examining predictor set S1 (median predictor) and calculating its distortion according to equation 1, if this value is smaller than a threshold T1 we may terminate the motion estimation process immediately without having to examine any other predictors. In this case the median predictor is selected as the final integer motion vector for this block type. Currently this threshold is set equal to the number of pixels of the examined block type, even though a different (larger or smaller) value could also be used and 
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 could be considered. This number could also have a relation with the temporal distance of the reference frame examined (i.e. by adding a small weight that depends on the distance of each reference frame). 

If T1 is not satisfied, then all other predictor sets have to be examined and their distortion is calculated according to equation 1. The minimum distortion at this point is compared versus a second threshold T2. If it is smaller than T2 the search again terminates. T2 can be adaptively calculated according to:
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where a and b can be fixed values and MinJ1, MinJ2, …MinJn correspond to the minimum distortion values of the threshold predictors according to equation 1 for the current block type. We have found that it is sufficient to use the 3 spatially adjacent blocks (left, top, top-right) and the co-located block in the previous frame as predictors for T2. Furthermore, to reduce the possibility of erroneous and inadequate early termination we also introduce a limit within the calculation of T2, by also considering an additional fixed distortion predictor MinJi within the above calculation which is set equal to:
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where Np is the number of pixels of the current block type and bitdepth corresponds to the current color bit-depth of the content encoded. This value could again be larger or smaller depending on whether we want to increase speed further, even though it appears that the current implementation is adequate enough. The reference frame, quantizer, and temporal distance could also be considered within the calculation of T2. Additional thresholding can be performed between different block types, but due to the structure of the JVT software we did not consider this at all within our current implementation. This though could be quite beneficial in terms of speed up since thresholding could be applied even prior to considering a block type (i.e. if the block type just examined is considered as sufficient enough). This could lead in avoiding the considerable overhead the generation of the motion vector predictors and the thresholding criteria would require for smaller block types. Similar to the spatial motion vector case, only one macroblock row of distortion data needs to be stored therefore having relatively small impact in memory storage. Note that one could completely remove thresholding (i.e. by setting the maximum limit to 0), or make it more aggressive if desired (i.e. to satisfy a complexity constraint). Thresholding could also consider an adjustment based on Quantizer changes, spatial block characteristics and correlation (i.e. edge information, variance or mean of current block and its neighbors etc) and we would suggest someone interested on the topic of motion estimation to experiment with such considerations. Since it is not our goal to provide the best possible motion estimator (for obvious reasons) but instead a tool which could help researchers by reducing the simulation time of the reference software, especially when larger search ranges are required such concepts were not implemented in the software.
2.3. Motion Vector Refinement
If the early termination criteria are not satisfied, motion estimation is refined further by using an iterative search pattern localized at the best predictor within set S. Even though the patterns of PMVFAST and APDZS could also be used, we identify three other simpler patterns which are selected for our implementation. Furthermore, considering that equation 1 could lead to more local minima (mainly due to the effect of
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) that could potentially lead to relatively reduced performance, the refinement pattern is not only localized around the best predictor but, if some conditions are satisfied, also repeated around the MVP candidate. 

2.3.1. EPZS Search Patterns
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Figure 5: Small diamond pattern used in EPZS
The small diamond pattern, also partly exploited by PMVFAST, is possibly the simplest pattern that we may use within the EPZS algorithm (Figure 5). The distortion for each of the 4 vertical and horizontal checking points around the best predictor is computed and compared to the distortion of the best predictor (MinJp). If any of them is smaller than MinJp then, the position with the smallest distortion is selected as the new best predictor. MinJp is also updated with the minimum distortion value, and the diamond pattern is repeated around the new best predictor (Figure 5b). Due to its small coverage though, it is possible that for relatively complicated sequences this pattern is trapped again at a local minima. To avoid such cases and enhance performance further, two alternative patterns with better coverage are also introduced. The square pattern of EPZS2 (EPZS square) which is shown in Figure 6 and the extended EPZS (extEPZS) pattern (Figure 7). The search using this patterns is very similar as with the simpler diamond EPZS pattern. It is quite obvious that in terms of complexity the small diamond EPZS pattern is the simplest and least demanding, whereas extEPZS is the most complicated but also (as will be shown) the most efficient in terms of output visual quality. All three patterns though can reuse the exact same algorithmic structure and implementation, as can be easily seen within our software. Due to this property, even though currently the selection of these patterns is sequence based, additional criteria could be used to select between these patterns at the block level that may require very simple modifications.
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Figure 6: EPZS using the square/circular pattern (EPZS2)
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Figure 7: The extended EPZS pattern (extEPZS)
For reference, we have also implemented the large diamond pattern in our scheme, while it is also possible to add the hexagonal or alternating direction hexagonal patterns, cross pattern etc, or other similar refinement patterns. Our implementation could also be easily modified to allow the consideration of switch-able or adaptive patterns (such as PMVFAST
, APDZS, CZS etc) as was also presented in 6. Although our current implementation is aimed only for integer positions, this scheme has been implemented in other codecs as to perform a joint integer/subpel refinement (Figure 8). 
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Figure 8: Example refinement patterns (a: diamond and b: square) with subpixel position support
2.3.2. Dual Pattern Refinement
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Figure 8: Example of the Dual Pattern for EPZS. 
Extended EPZS is used for the best predictor and EPZS2 is used for the MVP.

To reduce the local minima effect discussed previously, a second refinement process was also introduced, which is performed around the second best candidate. Any of the previously mentioned EPZS patterns could be used for this refinement (i.e. combination of the extEPZS and EPZS2 patterns around the best predictor and the MVP respectively). It is obvious that such refinement needs not take place if the best predictor and the MVP are identical (or within distance of 1 pixel). Furthermore, even though not mandatory, early termination could be used (i.e. minimum distortion up to now versus T3=T2) while this step could be switched based on reference and block type. An example of this dual pattern is also shown in Figure 8. Obviously an extension using the Nth best candidates could also be made (where N could even be adaptive based on certain spatial and temporal conditions), although benefits should be extremely minor (note also that such could also add more conditional branching which may instead burden more the encoder than improve it).
3. Other Extensions 
In this section we present several extensions of our scheme which can lead to better performance, either in terms of complexity reduction, quality or even a combination of both but will not be provided with the current software.
3.1. Sorted Predictor List Consideration

In our existing implementation predictors are added and considered sequentially without any special consideration with regards to their actual values. However, it is quite possible that the actual testing order of these predictors could lead to better performance. More specifically, predictors could be added in a sorted list, i.e. sorted based on distance from the median predictor and direction, while at the same time removing duplicates from the predictor list. Doing so could improve data access (due to data caching), but would also reduce branching since the presence of duplicate predictors need not be tested during the actual distortion computation phase. Furthermore, speed could also improve for implementations where one may consider partial distortion computation for early termination, since it is more likely that the best candidate has already been established within the initial/closest to the median predictors. Triangle inequalities (i.e. equations of the form 
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) may also be employed on these initial predictor candidates to reduce the initial candidate set considerably at however a lower cost than computing full distortion.

3.2. EPZS Based Motion Pre-Estimator 
The H.264 reference software performs motion estimation at a joint level with mode decision and macroblock coding in an attempt to optimize motion vectors in an RD sense. However, this introduces considerable complexity overhead (i.e. due to function/process calls, inefficient utilization of memory, re-computation of common data etc) and might not be appropriate for many video codec implementations. Furthermore, this process does not always lead to the best possible motion vectors especially since there is no knowledge about motion and texture from not already coded macroblocks/partitions. To resolve these issues we introduce an additional picture level motion estimation step which computes an initial motion vector field using a fixed block size of N(M (i.e. 8(8). Motion estimation could be performed for all references, or be restricted to the reference with index zero. In this phase all of the previously defined predictors may be considered, while estimation may even be performed using original images. However, an additional refinement process still needs to be performed at the macroblock/block level, although at this step we may now consider a considerably reduced predictor set and therefore reduce complexity. More specifically, we may now completely remove all temporal and window size dependent predictors from the macroblock level motion refinement, and replace them instead with predictors from the initial picture level estimator. One may also observe that unlike the original method we now also have information about motion from previously unavailable regions (i.e. blocks on the right and bottom from the current position) which can lead to a further efficiency improvement. In an extension, the RD joint distortion cost used during the final, macroblock level, motion estimation may now consider not only the motion cost of coding the current block’s motion data but also the motion cost of all dependent blocks/macroblocks. 

3.3. Interlace coding considerations

H.264, apart from normal frame type coding, also supports two additional picture types, field frames and Macroblock Adaptive Field/Frame frames, to better handle interlace coding. In the current reference software motion estimation is performed independently for every possible picture or macroblock interlace coding mode, therefore tremendously increasing complexity. To reduce complexity, we perform motion estimation as described in section 4.1.2 using field pictures and  consider these field motion vectors as predictors for all types of pictures. The relationship also of top and bottom field motion vectors (i.e. motion vectors pointing to same parity fields in same reference and have equal value)could also allow us to determine with relatively high probability the coding mode of an MBAFF macroblock pair.

3.4. Complexity Reduction of Picture/Sequence Level RD Decisions

In [6] the authors introduced several additional tools that could lead to significant improvements in coding efficiency.  More specifically, a multi-pass encoding strategy was used to encode each frame while considering different parameters such as quantizers or weighted prediction modes. This nevertheless can considerably increase complexity, especially if motion estimation is performed at each pass. Instead, one may reduce complexity by considering the motion information of the best previous coding mode, or by considering an initial Pre-Estimator as discussed above, and by only performing simple refinements when necessary using the EPZS patterns. Decision on refinements may be based on the block’s distortion using the current and previous best picture coding mode, while during predictor consideration, motion vectors from co-located or adjacent blocks on all directions may be considered. This could also be extended to subpixel refinement as well. As it was discussed in 3.2 motion cost could be computed not only based on the current block but also on its impact to its dependent blocks/macroblocks (i.e. blocks on the right, bottom-left, bottom, and near the right-most image boundary the bottom right block). These steps could lead to similar or even better performance than what is presented in [6] at considerably lower computational complexity. More aggressive strategies (although with an increase in complexity), such as trellis optimization, could also be used to refine the motion field of each coding pass. 

4. Simulation Results

All simulations were performed on a Dell PowerEdge 2850 Server configured with two 3.0GHz XeonTM 2MB Cache Processors, and 1GB RAM running the Linux operating system (RedHat Fedora V4). An intermediate version between JM9.6 [4] and the upcoming release of the reference software was used for this experiment. A rather large set of sequences at various resolutions was used for this experiment in an attempt to provide more insight on the performance of the proposed scheme. Considering however the fact that the author strongly believes that the testing conditions specified in older JVT documents do not somehow consider a “best performance” H.264 encoder while such were defined way before several new tools such as weighted prediction, Bi-predictive motion estimation, Rate Distortion optimized picture level decision, hierarchical picture coding, and adaptive rounding were introduced in the software, testing conditions were adjusted accordingly as to better showcase the performance of the presented schemes and the H.264 reference software in general. More specifically, we have used a 3 level hierarchical structure (i.e. of the form I0P4B2b1b3) since it was already shown in 6 that such has an advantage over more conventional structures. High Profile and full RD Optimization were also enabled. Furthermore, QP for reference and non-reference B slices was set equal to QPP + 1 and QPP + 2 respectively, while we have used the picture level RD decision with weighted prediction and adaptive rounding settings. QP values were also set to a completely different range, i.e. from QP 18 to QP 39 with an increment of 3. If readers are interested for more “conventional” QPs and using the actual common condition tests sequenses, they may examine the performance of this scheme in [1] and [6] (comparisons in these documents considered FS) and which we have avoided from repeating. Bi-predictive fast motion estimation is also supported by our implementation while a search window of ±64 with 5 references (2 for B list 0 and 1 for B list 1) was used for all simulations. A GOP size of 1 second was also used, while simulations were run at full frame rate (for some sequences this was 30fps, while for others 60) and 1/3 of the full frame rate.
Basically, as one may observe, the encoder has been set to its current “best” possible encoding mode as to showcase the performance of H.264 which the author believes is very important for evaluations of the current standard versus its possible future extensions or competitive codecs. This does not imply that the JM codec cannot be further improved, actually quite on the contrary especially given the hints in section 3. Note that our implementation only provides for integer based fast motion estimation, although as we have discussed previously, a joint refinement can also be performed. Nevertheless, for this test we have used for the proposed scheme the more aggressive subpixel motion estimation, however instead of performing Hadamard for all positions this transform was performed only for the final, quarter-pixel refinement. Our scheme was also set at its most aggressive mode, i.e. consideration of all possible predictors, use of search dependent predictors and multiple refinements, consideration of extended diamond pattern etc. 

Even without the consideration of fast subpixel motion estimation, one may observe that our scheme is still considerably faster than the current scheme provided in the JM while providing very similar performance. Essentially our scheme appears to be between 2.8 and 4.8 times faster than the scheme in the JM, while the entire encoder has been sped up by approximately 2 times. 

	
	JM FME
	Proposed

 
	SpeedUp
	ME Speedup
	Average bitrate 
	Average PSNR 
	Average bitrate 
	Average PSNR 

	Sequence
	Size
	fps
	QP
	PSNR Y
	bitrate
	PSNR Y
	Bitrate
	
	
	
	
	
	

	Carphone
	QCIF
	10
	18
	44.69
	251.03
	44.72
	252.14
	1.90 
	3.62 
	0.09%
	-0.006
	0.28%
	-0.014

	
	
	
	21
	42.52
	182.03
	42.55
	182.85
	1.95 
	3.65 
	
	
	
	

	
	
	
	24
	40.25
	129.73
	40.28
	130.62
	1.99 
	3.61 
	
	
	
	

	
	
	
	27
	37.96
	90.67
	38.00
	91.33
	1.98 
	3.53 
	
	
	
	

	
	
	
	30
	35.75
	62.68
	35.78
	63.16
	1.99 
	3.45 
	0.46%
	-0.022
	
	

	
	
	
	33
	33.65
	42.32
	33.70
	42.96
	1.95 
	3.29 
	
	
	
	

	
	
	
	36
	31.66
	28.69
	31.73
	29.24
	1.91 
	3.17 
	
	
	
	

	
	
	
	39
	29.79
	19.62
	29.87
	20.03
	1.89 
	3.05 
	
	
	
	

	
	
	30
	18
	44.41
	511.76
	44.45
	513.42
	1.77 
	2.95 
	-0.37%
	0.021
	-0.34%
	0.017

	
	
	
	21
	42.29
	353.27
	42.32
	353.56
	1.79 
	2.92 
	
	
	
	

	
	
	
	24
	40.03
	240.15
	40.06
	240.70
	1.80 
	2.87 
	
	
	
	

	
	
	
	27
	37.77
	159.52
	37.82
	160.53
	1.81 
	2.82 
	
	
	
	

	
	
	
	30
	35.53
	104.38
	35.57
	105.30
	1.80 
	2.74 
	-0.31%
	0.014
	
	

	
	
	
	33
	33.46
	67.34
	33.52
	67.97
	1.78 
	2.66 
	
	
	
	

	
	
	
	36
	31.43
	43.25
	31.50
	43.76
	1.75 
	2.58 
	
	
	
	

	
	
	
	39
	29.57
	28.56
	29.62
	28.88
	1.71 
	2.51 
	
	
	
	

	Carphone
	CIF
	10
	18
	44.15
	752.90
	44.17
	757.23
	1.97 
	3.74 
	0.29%
	-0.012
	0.02%
	-0.001

	
	
	
	21
	42.48
	500.32
	42.49
	503.12
	2.00 
	3.64 
	
	
	
	

	
	
	
	24
	40.81
	341.90
	40.82
	344.34
	1.98 
	3.49 
	
	
	
	

	
	
	
	27
	39.06
	236.74
	39.06
	237.99
	1.95 
	3.37 
	
	
	
	

	
	
	
	30
	37.19
	164.14
	37.22
	165.57
	1.89 
	3.14 
	-0.25%
	0.011
	
	

	
	
	
	33
	35.32
	112.12
	35.38
	113.39
	1.81 
	2.94 
	
	
	
	

	
	
	
	36
	33.45
	76.65
	33.53
	77.59
	1.73 
	2.75 
	
	
	
	

	
	
	
	39
	31.63
	52.97
	31.70
	53.47
	1.66 
	2.61 
	
	
	
	

	
	
	30
	18
	43.80
	1535.87
	43.83
	1547.20
	1.83 
	3.04 
	0.25%
	-0.011
	0.39%
	-0.018

	
	
	
	21
	42.23
	968.25
	42.25
	976.25
	1.83 
	2.93 
	
	
	
	

	
	
	
	24
	40.60
	641.12
	40.62
	645.56
	1.82 
	2.84 
	
	
	
	

	
	
	
	27
	38.87
	427.64
	38.90
	433.29
	1.80 
	2.76 
	
	
	
	

	
	
	
	30
	36.95
	283.15
	36.99
	286.94
	1.73 
	2.59 
	0.53%
	-0.024
	
	

	
	
	
	33
	35.09
	184.40
	35.14
	187.26
	1.65 
	2.41 
	
	
	
	

	
	
	
	36
	33.17
	118.40
	33.25
	121.43
	1.57 
	2.23 
	
	
	
	

	
	
	
	39
	31.37
	77.91
	31.41
	79.75
	1.53 
	2.14 
	
	
	
	

	CheerLeaders
	SIF
	10
	18
	43.77
	2520.50
	43.79
	2521.68
	2.18 
	4.90 
	-0.12%
	0.012
	-0.17%
	0.013

	
	
	
	21
	41.03
	1969.28
	41.05
	1971.10
	2.27 
	4.96 
	
	
	
	

	
	
	
	24
	38.36
	1504.23
	38.38
	1506.46
	2.35 
	4.91 
	
	
	
	

	
	
	
	27
	35.74
	1116.88
	35.76
	1117.85
	2.44 
	4.91 
	
	
	
	

	
	
	
	30
	33.21
	824.19
	33.23
	825.29
	2.50 
	4.85 
	-0.21%
	0.013
	
	

	
	
	
	33
	30.77
	583.27
	30.82
	586.45
	2.58 
	4.87 
	
	
	
	

	
	
	
	36
	28.42
	402.84
	28.46
	404.73
	2.60 
	4.82 
	
	
	
	

	
	
	
	39
	26.13
	270.50
	26.22
	274.37
	2.63 
	4.79 
	
	
	
	

	
	
	30
	18
	43.46
	5899.55
	43.48
	5897.26
	1.93 
	3.65 
	-0.29%
	0.024
	-0.43%
	0.028

	
	
	
	21
	40.70
	4427.91
	40.73
	4425.31
	1.99 
	3.63 
	
	
	
	

	
	
	
	24
	38.05
	3254.79
	38.07
	3254.49
	2.06 
	3.67 
	
	
	
	

	
	
	
	27
	35.47
	2327.40
	35.49
	2327.16
	2.11 
	3.65 
	
	
	
	

	
	
	
	30
	32.92
	1644.00
	32.95
	1644.09
	2.15 
	3.63 
	-0.57%
	0.032
	
	

	
	
	
	33
	30.46
	1112.56
	30.50
	1112.79
	2.19 
	3.61 
	
	
	
	

	
	
	
	36
	28.14
	732.79
	28.20
	737.17
	2.22 
	3.58 
	
	
	
	

	
	
	
	39
	25.96
	470.37
	26.01
	473.62
	2.22 
	3.53 
	
	
	
	

	CITY
	704x576
	20
	18
	43.12
	4290.14
	43.14
	4311.26
	1.88 
	3.32 
	-0.12%
	0.003
	0.14%
	-0.006

	
	
	
	21
	40.30
	2440.56
	40.33
	2450.63
	1.94 
	3.31 
	
	
	
	

	
	
	
	24
	38.19
	1347.03
	38.20
	1351.99
	2.00 
	3.29 
	
	
	
	

	
	
	
	27
	36.46
	747.14
	36.48
	753.66
	2.05 
	3.29 
	
	
	
	

	
	
	
	30
	34.71
	436.36
	34.74
	442.46
	2.19 
	3.50 
	0.39%
	-0.015
	
	

	
	
	
	33
	33.03
	279.72
	33.07
	283.08
	2.08 
	3.22 
	
	
	
	

	
	
	
	36
	31.21
	182.48
	31.25
	185.52
	2.10 
	3.22 
	
	
	
	

	
	
	
	39
	29.49
	123.64
	29.55
	125.57
	2.07 
	3.15 
	
	
	
	

	
	
	60
	18
	42.85
	10905.11
	42.88
	10935.02
	1.82 
	3.12 
	-0.39%
	0.010
	-0.17%
	0.004

	
	
	
	21
	40.03
	5551.46
	40.08
	5605.60
	1.83 
	3.01 
	
	
	
	

	
	
	
	24
	37.94
	2533.06
	37.96
	2551.18
	1.90 
	3.03 
	
	
	
	

	
	
	
	27
	36.27
	1210.06
	36.30
	1223.50
	1.98 
	3.10 
	
	
	
	

	
	
	
	30
	34.54
	630.04
	34.57
	636.08
	2.07 
	3.22 
	0.06%
	-0.002
	
	

	
	
	
	33
	32.83
	375.24
	32.87
	379.50
	2.07 
	3.18 
	
	
	
	

	
	
	
	36
	30.94
	234.18
	30.99
	236.97
	2.08 
	3.15 
	
	
	
	

	
	
	
	39
	29.16
	160.36
	29.22
	162.55
	2.00 
	3.00 
	
	
	
	

	CITY_LONG
	SIF
	10
	18
	44.54
	449.33
	44.57
	451.14
	1.82 
	3.34 
	0.06%
	-0.003
	0.03%
	-0.001

	
	
	
	21
	42.49
	317.92
	42.52
	319.47
	1.89 
	3.36 
	
	
	
	

	
	
	
	24
	40.37
	226.03
	40.41
	227.42
	1.93 
	3.37 
	
	
	
	

	
	
	
	27
	38.26
	160.62
	38.30
	162.02
	1.98 
	3.37 
	
	
	
	

	
	
	
	30
	36.14
	113.60
	36.19
	114.57
	2.01 
	3.41 
	0.00%
	0.000
	
	

	
	
	
	33
	34.11
	79.58
	34.17
	80.50
	2.02 
	3.37 
	
	
	
	

	
	
	
	36
	32.07
	54.86
	32.13
	55.44
	2.03 
	3.36 
	
	
	
	

	
	
	
	39
	30.23
	38.28
	30.29
	38.75
	2.01 
	3.32 
	
	
	
	

	
	
	30
	18
	44.15
	715.23
	44.19
	721.29
	1.70 
	2.77 
	0.12%
	-0.005
	0.00%
	0.000

	
	
	
	21
	42.13
	467.89
	42.17
	471.66
	1.74 
	2.77 
	
	
	
	

	
	
	
	24
	39.97
	308.60
	40.00
	311.09
	1.78 
	2.78 
	
	
	
	

	
	
	
	27
	37.90
	207.30
	37.94
	209.18
	1.82 
	2.81 
	
	
	
	

	
	
	
	30
	35.76
	139.12
	35.82
	140.43
	1.85 
	2.83 
	-0.13%
	0.006
	
	

	
	
	
	33
	33.81
	95.71
	33.86
	96.54
	1.85 
	2.79 
	
	
	
	

	
	
	
	36
	31.81
	65.00
	31.86
	65.60
	1.84 
	2.77 
	
	
	
	

	
	
	
	39
	30.10
	45.35
	30.15
	45.79
	1.80 
	2.69 
	
	
	
	

	Coast
	QCIF
	10
	18
	43.23
	396.78
	43.26
	397.90
	2.11 
	4.41 
	0.13%
	-0.008
	0.27%
	-0.011

	
	
	
	21
	40.47
	284.57
	40.48
	285.54
	2.19 
	4.42 
	
	
	
	

	
	
	
	24
	37.84
	195.36
	37.83
	195.70
	2.29 
	4.47 
	
	
	
	

	
	
	
	27
	35.29
	125.50
	35.30
	125.83
	2.35 
	4.45 
	
	
	
	

	
	
	
	30
	33.11
	79.11
	33.16
	80.06
	2.39 
	4.33 
	0.41%
	-0.014
	
	

	
	
	
	33
	31.17
	49.19
	31.19
	49.69
	2.40 
	4.27 
	
	
	
	

	
	
	
	36
	29.40
	30.86
	29.45
	31.36
	2.35 
	4.15 
	
	
	
	

	
	
	
	39
	27.91
	20.29
	27.93
	20.58
	2.32 
	3.93 
	
	
	
	

	
	
	30
	18
	42.85
	680.21
	42.87
	684.06
	1.87 
	3.32 
	0.09%
	-0.005
	0.20%
	-0.008

	
	
	
	21
	40.24
	450.98
	40.28
	454.28
	1.94 
	3.36 
	
	
	
	

	
	
	
	24
	37.79
	291.59
	37.83
	293.67
	1.98 
	3.34 
	
	
	
	

	
	
	
	27
	35.52
	181.57
	35.55
	183.62
	2.04 
	3.34 
	
	
	
	

	
	
	
	30
	33.35
	111.59
	33.37
	112.40
	2.08 
	3.34 
	0.31%
	-0.011
	
	

	
	
	
	33
	31.42
	69.17
	31.46
	70.15
	2.12 
	3.36 
	
	
	
	

	
	
	
	36
	29.50
	42.05
	29.53
	42.62
	2.10 
	3.27 
	
	
	
	

	
	
	
	39
	27.81
	26.32
	27.85
	26.55
	2.06 
	3.16 
	
	
	
	

	Coast
	CIF
	10
	18
	43.52
	1584.63
	43.54
	1589.21
	2.15 
	4.46 
	0.09%
	-0.005
	0.15%
	-0.006

	
	
	
	21
	40.88
	1164.49
	40.90
	1169.79
	2.22 
	4.44 
	
	
	
	

	
	
	
	24
	38.31
	827.53
	38.34
	831.14
	2.28 
	4.42 
	
	
	
	

	
	
	
	27
	35.75
	552.73
	35.79
	556.92
	2.35 
	4.42 
	
	
	
	

	
	
	
	30
	33.48
	355.37
	33.50
	357.75
	2.41 
	4.40 
	0.22%
	-0.008
	
	

	
	
	
	33
	31.39
	213.78
	31.42
	215.93
	2.43 
	4.35 
	
	
	
	

	
	
	
	36
	29.49
	124.01
	29.55
	126.75
	2.42 
	4.23 
	
	
	
	

	
	
	
	39
	27.97
	75.66
	28.03
	77.25
	2.33 
	4.01 
	
	
	
	

	
	
	30
	18
	43.06
	3128.86
	43.08
	3135.20
	1.88 
	3.33 
	-0.20%
	0.011
	-0.21%
	0.009

	
	
	
	21
	40.52
	2114.79
	40.56
	2122.93
	1.93 
	3.28 
	
	
	
	

	
	
	
	24
	38.05
	1389.51
	38.09
	1394.50
	1.99 
	3.32 
	
	
	
	

	
	
	
	27
	35.72
	879.33
	35.76
	885.74
	2.05 
	3.35 
	
	
	
	

	
	
	
	30
	33.52
	531.03
	33.55
	534.89
	2.10 
	3.37 
	-0.22%
	0.007
	
	

	
	
	
	33
	31.59
	315.79
	31.63
	318.92
	2.13 
	3.36 
	
	
	
	

	
	
	
	36
	29.81
	186.59
	29.85
	188.11
	2.10 
	3.26 
	
	
	
	

	
	
	
	39
	28.21
	113.06
	28.26
	114.28
	2.05 
	3.13 
	
	
	
	

	Container
	QCIF
	10
	18
	44.21
	141.00
	44.23
	141.80
	1.64 
	3.03 
	0.28%
	-0.015
	0.31%
	-0.018

	
	
	
	21
	42.10
	99.59
	42.14
	100.50
	1.72 
	3.07 
	
	
	
	

	
	
	
	24
	40.06
	70.46
	40.08
	70.90
	1.79 
	3.15 
	
	
	
	

	
	
	
	27
	38.06
	50.26
	38.10
	50.66
	1.78 
	3.03 
	
	
	
	

	
	
	
	30
	36.05
	35.66
	36.06
	35.94
	1.71 
	2.78 
	0.34%
	-0.020
	
	

	
	
	
	33
	34.19
	25.96
	34.25
	26.23
	1.62 
	2.61 
	
	
	
	

	
	
	
	36
	32.21
	18.97
	32.24
	19.16
	1.58 
	2.44 
	
	
	
	

	
	
	
	39
	30.30
	13.99
	30.35
	14.12
	1.52 
	2.32 
	
	
	
	

	
	
	30
	18
	44.39
	181.88
	44.41
	183.17
	1.57 
	2.54 
	0.40%
	-0.021
	0.24%
	-0.012

	
	
	
	21
	42.14
	122.05
	42.18
	123.24
	1.62 
	2.59 
	
	
	
	

	
	
	
	24
	39.81
	79.65
	39.83
	80.35
	1.69 
	2.68 
	
	
	
	

	
	
	
	27
	37.73
	53.96
	37.77
	54.40
	1.69 
	2.65 
	
	
	
	

	
	
	
	30
	35.71
	36.89
	35.74
	37.22
	1.65 
	2.51 
	0.08%
	-0.004
	
	

	
	
	
	33
	33.80
	26.65
	33.83
	26.85
	1.57 
	2.31 
	
	
	
	

	
	
	
	36
	31.75
	19.52
	31.79
	19.64
	1.51 
	2.16 
	
	
	
	

	
	
	
	39
	29.89
	14.83
	29.92
	14.83
	1.46 
	2.02 
	
	
	
	

	Container
	CIF
	10
	18
	43.68
	641.44
	43.70
	644.76
	1.91 
	3.74 
	0.24%
	-0.012
	0.28%
	-0.014

	
	
	
	21
	41.69
	437.94
	41.71
	440.82
	1.94 
	3.64 
	
	
	
	

	
	
	
	24
	39.70
	295.91
	39.73
	298.19
	1.97 
	3.62 
	
	
	
	

	
	
	
	27
	37.76
	198.59
	37.78
	200.17
	1.98 
	3.53 
	
	
	
	

	
	
	
	30
	35.94
	135.01
	35.96
	135.89
	1.89 
	3.25 
	0.32%
	-0.015
	
	

	
	
	
	33
	34.19
	92.48
	34.23
	93.41
	1.79 
	2.96 
	
	
	
	

	
	
	
	36
	32.32
	62.75
	32.38
	63.69
	1.69 
	2.70 
	
	
	
	

	
	
	
	39
	30.60
	43.88
	30.65
	44.47
	1.58 
	2.43 
	
	
	
	

	
	
	30
	18
	43.66
	907.75
	43.68
	914.20
	1.78 
	3.05 
	0.25%
	-0.011
	0.25%
	-0.010

	
	
	
	21
	41.79
	597.16
	41.82
	601.19
	1.80 
	3.01 
	
	
	
	

	
	
	
	24
	39.66
	376.29
	39.68
	379.54
	1.82 
	2.99 
	
	
	
	

	
	
	
	27
	37.63
	238.76
	37.66
	240.94
	1.82 
	2.93 
	
	
	
	

	
	
	
	30
	35.60
	148.07
	35.64
	149.68
	1.77 
	2.76 
	0.25%
	-0.010
	
	

	
	
	
	33
	33.83
	95.19
	33.86
	96.29
	1.70 
	2.56 
	
	
	
	

	
	
	
	36
	31.98
	62.13
	32.02
	62.90
	1.58 
	2.29 
	
	
	
	

	
	
	
	39
	30.26
	42.48
	30.28
	42.71
	1.45 
	2.02 
	
	
	
	

	Crew Long
	SIF
	10
	18
	44.50
	792.60
	44.53
	795.46
	2.20 
	4.28 
	-0.08%
	0.005
	-0.06%
	0.003

	
	
	
	21
	42.50
	556.05
	42.53
	559.01
	2.25 
	4.23 
	
	
	
	

	
	
	
	24
	40.44
	383.76
	40.47
	385.43
	2.28 
	4.18 
	
	
	
	

	
	
	
	27
	38.37
	259.27
	38.41
	260.59
	2.26 
	4.04 
	
	
	
	

	
	
	
	30
	36.34
	173.63
	36.38
	175.07
	2.25 
	3.92 
	-0.03%
	0.001
	
	

	
	
	
	33
	34.43
	114.10
	34.47
	115.28
	2.18 
	3.74 
	
	
	
	

	
	
	
	36
	32.57
	75.16
	32.63
	76.16
	2.10 
	3.56 
	
	
	
	

	
	
	
	39
	30.90
	50.98
	30.96
	51.88
	2.01 
	3.35 
	
	
	
	

	
	
	30
	18
	44.21
	1606.49
	44.24
	1608.94
	2.02 
	3.46 
	-0.45%
	0.022
	-0.35%
	0.016

	
	
	
	21
	42.30
	1070.51
	42.32
	1072.35
	2.03 
	3.37 
	
	
	
	

	
	
	
	24
	40.28
	705.20
	40.31
	706.63
	2.04 
	3.30 
	
	
	
	

	
	
	
	27
	38.27
	456.95
	38.31
	458.11
	2.03 
	3.20 
	
	
	
	

	
	
	
	30
	36.25
	294.94
	36.30
	296.93
	1.98 
	3.07 
	-0.25%
	0.011
	
	

	
	
	
	33
	34.37
	188.53
	34.41
	190.02
	1.91 
	2.90 
	
	
	
	

	
	
	
	36
	32.51
	120.62
	32.57
	122.05
	1.83 
	2.74 
	
	
	
	

	
	
	
	39
	30.87
	80.93
	30.92
	81.64
	1.75 
	2.57 
	
	
	
	

	Flower
	CIF
	10
	18
	44.57
	1937.69
	44.58
	1940.42
	1.88 
	3.94 
	-0.05%
	0.005
	0.01%
	0.000

	
	
	
	21
	41.68
	1485.53
	41.71
	1487.94
	1.90 
	3.83 
	
	
	
	

	
	
	
	24
	38.82
	1123.59
	38.84
	1125.54
	1.91 
	3.74 
	
	
	
	

	
	
	
	27
	35.88
	809.73
	35.92
	812.51
	1.91 
	3.61 
	
	
	
	

	
	
	
	30
	33.12
	568.51
	33.15
	571.60
	1.96 
	3.59 
	0.07%
	-0.005
	
	

	
	
	
	33
	30.54
	384.30
	30.58
	386.45
	1.98 
	3.55 
	
	
	
	

	
	
	
	36
	28.22
	260.20
	28.26
	262.17
	2.04 
	3.64 
	
	
	
	

	
	
	
	39
	26.13
	179.61
	26.19
	181.62
	2.06 
	3.62 
	
	
	
	

	
	
	30
	18
	44.15
	3971.33
	44.17
	3974.12
	1.73 
	3.12 
	-0.21%
	0.016
	-0.13%
	0.010

	
	
	
	21
	41.26
	2840.82
	41.28
	2843.46
	1.74 
	3.05 
	
	
	
	

	
	
	
	24
	38.44
	1979.91
	38.47
	1983.42
	1.75 
	2.98 
	
	
	
	

	
	
	
	27
	35.69
	1320.61
	35.72
	1324.40
	1.76 
	2.91 
	
	
	
	

	
	
	
	30
	33.10
	875.99
	33.14
	880.55
	1.80 
	2.92 
	-0.04%
	0.003
	
	

	
	
	
	33
	30.63
	570.89
	30.68
	575.75
	1.83 
	2.94 
	
	
	
	

	
	
	
	36
	28.18
	368.68
	28.22
	371.90
	1.89 
	3.02 
	
	
	
	

	
	
	
	39
	25.97
	241.92
	26.03
	244.66
	1.91 
	3.02 
	
	
	
	

	Football
	QCIF
	10
	18
	43.44
	589.73
	43.45
	590.01
	2.26 
	4.81 
	-0.05%
	0.003
	0.05%
	-0.002

	
	
	
	21
	40.85
	441.40
	40.88
	442.20
	2.36 
	4.89 
	
	
	
	

	
	
	
	24
	38.40
	326.75
	38.40
	326.89
	2.45 
	4.86 
	
	
	
	

	
	
	
	27
	35.93
	236.17
	35.93
	236.18
	2.53 
	4.89 
	
	
	
	

	
	
	
	30
	33.56
	166.88
	33.59
	167.21
	2.57 
	4.82 
	0.14%
	-0.007
	
	

	
	
	
	33
	31.33
	112.85
	31.37
	113.91
	2.60 
	4.83 
	
	
	
	

	
	
	
	36
	29.29
	74.71
	29.36
	75.80
	2.59 
	4.71 
	
	
	
	

	
	
	
	39
	27.38
	48.71
	27.41
	49.46
	2.49 
	4.39 
	
	
	
	

	
	
	30
	18
	43.06
	1375.86
	43.08
	1373.93
	2.04 
	3.93 
	-0.51%
	0.036
	-0.58%
	0.033

	
	
	
	21
	40.50
	976.84
	40.51
	973.13
	2.15 
	4.02 
	
	
	
	

	
	
	
	24
	38.06
	690.49
	38.10
	690.30
	2.19 
	3.89 
	
	
	
	

	
	
	
	27
	35.69
	479.48
	35.72
	478.75
	2.26 
	3.88 
	
	
	
	

	
	
	
	30
	33.38
	326.88
	33.42
	326.62
	2.28 
	3.85 
	-0.66%
	0.030
	
	

	
	
	
	33
	31.19
	211.68
	31.23
	212.51
	2.28 
	3.73 
	
	
	
	

	
	
	
	36
	29.19
	134.19
	29.28
	136.00
	2.24 
	3.60 
	
	
	
	

	
	
	
	39
	27.34
	84.42
	27.39
	85.35
	2.13 
	3.32 
	
	
	
	

	Football
	CIF
	10
	18
	44.49
	1579.81
	44.52
	1590.81
	2.38 
	4.79 
	0.46%
	-0.035
	0.33%
	-0.023

	
	
	
	21
	42.18
	1183.45
	42.22
	1192.86
	2.48 
	4.78 
	
	
	
	

	
	
	
	24
	39.91
	874.53
	39.95
	885.03
	2.51 
	4.70 
	
	
	
	

	
	
	
	27
	37.60
	638.17
	37.65
	645.42
	2.59 
	4.77 
	
	
	
	

	
	
	
	30
	35.35
	459.11
	35.40
	463.91
	2.65 
	4.80 
	0.20%
	-0.011
	
	

	
	
	
	33
	33.16
	320.08
	33.20
	323.49
	2.63 
	4.63 
	
	
	
	

	
	
	
	36
	31.09
	215.99
	31.16
	219.60
	2.63 
	4.64 
	
	
	
	

	
	
	
	39
	29.26
	143.21
	29.35
	146.53
	2.51 
	4.43 
	
	
	
	

	
	
	30
	18
	44.08
	3627.82
	44.11
	3637.92
	2.12 
	3.94 
	-0.05%
	0.003
	-0.23%
	0.011

	
	
	
	21
	41.88
	2642.57
	41.90
	2648.93
	2.18 
	3.90 
	
	
	
	

	
	
	
	24
	39.66
	1915.02
	39.68
	1919.26
	2.25 
	3.91 
	
	
	
	

	
	
	
	27
	37.39
	1361.61
	37.40
	1363.98
	2.31 
	3.91 
	
	
	
	

	
	
	
	30
	35.12
	953.69
	35.14
	956.92
	2.34 
	3.91 
	-0.42%
	0.019
	
	

	
	
	
	33
	32.94
	651.34
	32.98
	652.07
	2.34 
	3.83 
	
	
	
	

	
	
	
	36
	30.83
	429.97
	30.91
	434.62
	2.28 
	3.65 
	
	
	
	

	
	
	
	39
	29.05
	279.08
	29.10
	282.57
	2.19 
	3.43 
	
	
	
	

	Foreman
	CIF
	10
	18
	43.74
	939.55
	43.77
	945.22
	1.99 
	3.82 
	0.09%
	-0.005
	-0.02%
	0.000

	
	
	
	21
	41.54
	626.21
	41.57
	629.44
	2.05 
	3.78 
	
	
	
	

	
	
	
	24
	39.47
	416.36
	39.49
	418.13
	2.10 
	3.79 
	
	
	
	

	
	
	
	27
	37.51
	278.47
	37.54
	280.89
	2.12 
	3.73 
	
	
	
	

	
	
	
	30
	35.57
	187.94
	35.61
	189.95
	2.15 
	3.72 
	-0.13%
	0.004
	
	

	
	
	
	33
	33.74
	128.93
	33.77
	129.26
	2.12 
	3.57 
	
	
	
	

	
	
	
	36
	31.92
	87.81
	31.95
	88.32
	2.10 
	3.50 
	
	
	
	

	
	
	
	39
	30.24
	61.06
	30.31
	62.13
	2.03 
	3.36 
	
	
	
	

	
	
	30
	18
	43.34
	1777.27
	43.36
	1785.46
	1.80 
	3.01 
	-0.34%
	0.014
	-0.32%
	0.014

	
	
	
	21
	41.27
	1078.28
	41.30
	1081.92
	1.85 
	2.99 
	
	
	
	

	
	
	
	24
	39.28
	669.83
	39.31
	671.64
	1.88 
	2.99 
	
	
	
	

	
	
	
	27
	37.37
	424.21
	37.41
	426.19
	1.89 
	2.94 
	
	
	
	

	
	
	
	30
	35.44
	275.31
	35.47
	277.26
	1.89 
	2.87 
	-0.29%
	0.014
	
	

	
	
	
	33
	33.60
	183.04
	33.65
	184.64
	1.85 
	2.77 
	
	
	
	

	
	
	
	36
	31.77
	123.01
	31.83
	124.20
	1.80 
	2.64 
	
	
	
	

	
	
	
	39
	30.09
	86.51
	30.15
	87.01
	1.73 
	2.51 
	
	
	
	

	Foreman
	QCIF
	10
	18
	44.07
	247.51
	44.11
	248.57
	1.96 
	3.74 
	-0.02%
	0.001
	0.02%
	-0.001

	
	
	
	21
	41.79
	177.99
	41.82
	178.65
	2.02 
	3.78 
	
	
	
	

	
	
	
	24
	39.55
	126.97
	39.57
	127.48
	2.09 
	3.81 
	
	
	
	

	
	
	
	27
	37.34
	89.89
	37.38
	90.57
	2.13 
	3.79 
	
	
	
	

	
	
	
	30
	35.19
	63.76
	35.22
	64.23
	2.17 
	3.78 
	0.05%
	-0.004
	
	

	
	
	
	33
	33.08
	44.75
	33.11
	45.05
	2.17 
	3.73 
	
	
	
	

	
	
	
	36
	30.98
	31.00
	31.06
	31.46
	2.21 
	3.75 
	
	
	
	

	
	
	
	39
	29.07
	21.86
	29.14
	22.17
	2.16 
	3.63 
	
	
	
	

	
	
	30
	18
	43.86
	422.20
	43.90
	424.06
	1.74 
	2.87 
	-0.43%
	0.024
	-0.43%
	0.023

	
	
	
	21
	41.66
	285.10
	41.71
	286.31
	1.79 
	2.85 
	
	
	
	

	
	
	
	24
	39.47
	195.12
	39.50
	195.20
	1.80 
	2.82 
	
	
	
	

	
	
	
	27
	37.32
	133.44
	37.36
	134.26
	1.85 
	2.86 
	
	
	
	

	
	
	
	30
	35.12
	91.54
	35.17
	92.17
	1.87 
	2.86 
	-0.42%
	0.022
	
	

	
	
	
	33
	33.06
	63.30
	33.13
	63.88
	1.87 
	2.82 
	
	
	
	

	
	
	
	36
	30.99
	43.82
	31.06
	44.12
	1.88 
	2.81 
	
	
	
	

	
	
	
	39
	29.14
	31.09
	29.21
	31.43
	1.88 
	2.80 
	
	
	
	

	FunFair
	CIF
	10
	18
	43.71
	2304.13
	43.74
	2311.37
	2.09 
	4.55 
	0.09%
	-0.007
	0.24%
	-0.015

	
	
	
	21
	41.13
	1759.95
	41.14
	1763.17
	2.20 
	4.61 
	
	
	
	

	
	
	
	24
	38.62
	1322.94
	38.64
	1326.79
	2.26 
	4.59 
	
	
	
	

	
	
	
	27
	36.09
	967.19
	36.12
	972.14
	2.33 
	4.59 
	
	
	
	

	
	
	
	30
	33.62
	696.27
	33.65
	701.80
	2.40 
	4.57 
	0.39%
	-0.023
	
	

	
	
	
	33
	31.21
	483.54
	31.26
	488.93
	2.44 
	4.50 
	
	
	
	

	
	
	
	36
	28.93
	328.60
	28.99
	333.56
	2.49 
	4.53 
	
	
	
	

	
	
	
	39
	26.80
	216.90
	26.86
	221.08
	2.51 
	4.49 
	
	
	
	

	
	
	30
	18
	43.32
	5325.57
	43.33
	5310.75
	1.88 
	3.42 
	-0.51%
	0.039
	-0.53%
	0.034

	
	
	
	21
	40.81
	3910.60
	40.81
	3894.30
	1.93 
	3.44 
	
	
	
	

	
	
	
	24
	38.31
	2840.51
	38.34
	2836.54
	1.98 
	3.44 
	
	
	
	

	
	
	
	27
	35.80
	2008.42
	35.84
	2007.44
	2.06 
	3.47 
	
	
	
	

	
	
	
	30
	33.31
	1396.86
	33.37
	1398.53
	2.08 
	3.41 
	-0.54%
	0.028
	
	

	
	
	
	33
	30.94
	939.38
	30.98
	940.12
	2.13 
	3.44 
	
	
	
	

	
	
	
	36
	28.71
	617.47
	28.75
	620.33
	2.17 
	3.46 
	
	
	
	

	
	
	
	39
	26.63
	391.74
	26.68
	394.52
	2.17 
	3.40 
	
	
	
	

	Grandma
	QCIF
	10
	18
	44.77
	129.64
	44.80
	130.07
	1.78 
	3.37 
	0.06%
	-0.003
	0.15%
	-0.006

	
	
	
	21
	42.61
	91.40
	42.65
	91.87
	1.80 
	3.31 
	
	
	
	

	
	
	
	24
	40.36
	63.86
	40.39
	64.25
	1.77 
	3.07 
	
	
	
	

	
	
	
	27
	38.14
	44.28
	38.17
	44.54
	1.76 
	3.01 
	
	
	
	

	
	
	
	30
	36.03
	30.40
	36.06
	30.67
	1.77 
	2.94 
	0.24%
	-0.009
	
	

	
	
	
	33
	34.22
	20.51
	34.25
	20.70
	1.76 
	2.86 
	
	
	
	

	
	
	
	36
	32.52
	13.83
	32.56
	14.03
	1.74 
	2.79 
	
	
	
	

	
	
	
	39
	31.11
	9.70
	31.17
	9.83
	1.65 
	2.57 
	
	
	
	

	
	
	30
	18
	44.56
	163.75
	44.59
	164.89
	1.68 
	2.82 
	0.11%
	-0.005
	0.06%
	-0.002

	
	
	
	21
	42.45
	108.64
	42.49
	109.33
	1.68 
	2.72 
	
	
	
	

	
	
	
	24
	40.15
	72.05
	40.18
	72.65
	1.68 
	2.70 
	
	
	
	

	
	
	
	27
	37.94
	48.48
	37.98
	48.88
	1.70 
	2.66 
	
	
	
	

	
	
	
	30
	35.80
	32.41
	35.83
	32.75
	1.71 
	2.61 
	0.02%
	0.001
	
	

	
	
	
	33
	33.99
	22.02
	34.03
	22.15
	1.71 
	2.59 
	
	
	
	

	
	
	
	36
	32.26
	15.13
	32.28
	15.25
	1.70 
	2.54 
	
	
	
	

	
	
	
	39
	30.80
	11.09
	30.84
	11.12
	1.64 
	2.39 
	
	
	
	

	Hall
	QCIF
	10
	18
	43.90
	168.65
	43.94
	170.48
	1.58 
	2.82 
	0.06%
	-0.003
	0.16%
	-0.008

	
	
	
	21
	42.27
	110.66
	42.29
	111.55
	1.63 
	2.80 
	
	
	
	

	
	
	
	24
	40.50
	76.37
	40.52
	76.67
	1.59 
	2.65 
	
	
	
	

	
	
	
	27
	38.69
	55.19
	38.71
	55.35
	1.59 
	2.59 
	
	
	
	

	
	
	
	30
	36.59
	40.44
	36.63
	40.63
	1.51 
	2.37 
	0.26%
	-0.013
	
	

	
	
	
	33
	34.50
	29.63
	34.54
	29.89
	1.47 
	2.19 
	
	
	
	

	
	
	
	36
	32.29
	21.46
	32.34
	21.71
	1.44 
	2.14 
	
	
	
	

	
	
	
	39
	30.30
	15.70
	30.35
	15.85
	1.45 
	2.11 
	
	
	
	

	
	
	30
	18
	43.70
	311.46
	43.74
	315.78
	1.50 
	2.41 
	-0.28%
	0.006
	-0.09%
	-0.001

	
	
	
	21
	42.03
	170.17
	42.06
	171.83
	1.55 
	2.44 
	
	
	
	

	
	
	
	24
	40.20
	104.09
	40.24
	104.57
	1.54 
	2.32 
	
	
	
	

	
	
	
	27
	38.40
	69.51
	38.44
	70.07
	1.50 
	2.23 
	
	
	
	

	
	
	
	30
	36.35
	47.89
	36.36
	48.31
	1.44 
	2.03 
	0.10%
	-0.007
	
	

	
	
	
	33
	34.28
	34.37
	34.30
	34.55
	1.50 
	2.06 
	
	
	
	

	
	
	
	36
	32.07
	24.67
	32.10
	24.76
	1.40 
	1.91 
	
	
	
	

	
	
	
	39
	30.13
	18.12
	30.14
	18.13
	1.40 
	1.89 
	
	
	
	

	Hall
	CIF
	10
	18
	43.56
	841.31
	43.61
	850.83
	1.81 
	3.50 
	0.04%
	-0.001
	0.13%
	-0.005

	
	
	
	21
	41.51
	472.49
	41.54
	477.69
	1.85 
	3.44 
	
	
	
	

	
	
	
	24
	39.90
	274.63
	39.93
	277.35
	1.80 
	3.18 
	
	
	
	

	
	
	
	27
	38.49
	172.56
	38.52
	173.86
	1.79 
	3.07 
	
	
	
	

	
	
	
	30
	36.99
	115.22
	37.04
	116.26
	1.69 
	2.78 
	0.22%
	-0.009
	
	

	
	
	
	33
	35.44
	80.73
	35.47
	81.49
	1.50 
	2.28 
	
	
	
	

	
	
	
	36
	33.69
	57.47
	33.74
	58.18
	1.40 
	2.04 
	
	
	
	

	
	
	
	39
	31.86
	41.19
	31.92
	41.71
	1.37 
	1.93 
	
	
	
	

	
	
	30
	18
	43.30
	2051.92
	43.33
	2067.24
	1.74 
	3.02 
	-0.15%
	0.004
	-0.08%
	0.004

	
	
	
	21
	41.29
	966.45
	41.32
	977.83
	1.74 
	2.88 
	
	
	
	

	
	
	
	24
	39.66
	470.72
	39.70
	475.52
	1.74 
	2.81 
	
	
	
	

	
	
	
	27
	38.31
	266.55
	38.34
	269.26
	1.69 
	2.62 
	
	
	
	

	
	
	
	30
	36.75
	157.75
	36.79
	158.67
	1.57 
	2.33 
	-0.01%
	0.003
	
	

	
	
	
	33
	35.15
	102.60
	35.19
	103.23
	1.42 
	1.97 
	
	
	
	

	
	
	
	36
	33.40
	70.45
	33.43
	71.16
	1.33 
	1.76 
	
	
	
	

	
	
	
	39
	31.58
	48.01
	31.62
	48.38
	1.29 
	1.67 
	
	
	
	

	MadCyclist
	CIF
	10
	18
	44.11
	1486.10
	44.13
	1489.21
	2.03 
	4.09 
	-0.11%
	0.008
	-0.05%
	0.004

	
	
	
	21
	41.70
	1074.30
	41.72
	1077.02
	2.08 
	4.05 
	
	
	
	

	
	
	
	24
	39.31
	760.08
	39.33
	761.97
	2.14 
	4.03 
	
	
	
	

	
	
	
	27
	36.94
	523.29
	36.98
	525.05
	2.18 
	3.99 
	
	
	
	

	
	
	
	30
	34.67
	356.38
	34.71
	358.07
	2.20 
	3.91 
	0.01%
	0.000
	
	

	
	
	
	33
	32.54
	237.17
	32.59
	238.99
	2.20 
	3.83 
	
	
	
	

	
	
	
	36
	30.51
	157.79
	30.56
	159.70
	2.20 
	3.79 
	
	
	
	

	
	
	
	39
	28.66
	106.21
	28.73
	107.76
	2.18 
	3.70 
	
	
	
	

	
	
	30
	18
	44.06
	3051.73
	44.09
	3053.59
	1.83 
	3.18 
	-0.40%
	0.023
	-0.45%
	0.023

	
	
	
	21
	41.64
	2093.01
	41.67
	2093.53
	1.87 
	3.15 
	
	
	
	

	
	
	
	24
	39.23
	1402.07
	39.26
	1402.70
	1.90 
	3.12 
	
	
	
	

	
	
	
	27
	36.91
	912.78
	36.93
	911.95
	1.93 
	3.10 
	
	
	
	

	
	
	
	30
	34.62
	586.71
	34.65
	586.84
	1.93 
	3.04 
	-0.50%
	0.022
	
	

	
	
	
	33
	32.51
	373.01
	32.54
	373.82
	1.93 
	2.99 
	
	
	
	

	
	
	
	36
	30.46
	238.76
	30.51
	240.06
	1.93 
	2.95 
	
	
	
	

	
	
	
	39
	28.64
	157.43
	28.70
	158.89
	1.90 
	2.87 
	
	
	
	

	MissA
	QCIF
	10
	18
	46.25
	100.91
	46.29
	101.42
	2.25 
	4.44 
	-0.32%
	0.013
	-0.26%
	0.010

	
	
	
	21
	44.80
	63.17
	44.82
	63.39
	2.20 
	4.17 
	
	
	
	

	
	
	
	24
	43.20
	41.74
	43.21
	41.82
	1.98 
	3.49 
	
	
	
	

	
	
	
	27
	41.49
	28.76
	41.57
	29.06
	1.74 
	2.87 
	
	
	
	

	
	
	
	30
	39.79
	20.49
	39.82
	20.75
	1.55 
	2.41 
	-0.20%
	0.007
	
	

	
	
	
	33
	38.01
	14.60
	38.14
	14.79
	1.42 
	2.07 
	
	
	
	

	
	
	
	36
	36.35
	10.72
	36.44
	10.91
	1.38 
	1.96 
	
	
	
	

	
	
	
	39
	34.61
	8.13
	34.70
	8.23
	1.31 
	1.80 
	
	
	
	

	
	
	30
	18
	46.15
	172.94
	46.18
	172.93
	2.20 
	3.94 
	-0.28%
	0.007
	-0.30%
	0.013

	
	
	
	21
	44.71
	94.09
	44.74
	95.05
	2.02 
	3.45 
	
	
	
	

	
	
	
	24
	43.08
	56.98
	43.14
	57.70
	1.78 
	2.82 
	
	
	
	

	
	
	
	27
	41.39
	37.71
	41.44
	38.21
	1.54 
	2.26 
	
	
	
	

	
	
	
	30
	39.63
	25.82
	39.71
	25.93
	1.41 
	1.96 
	-0.33%
	0.018
	
	

	
	
	
	33
	37.93
	18.55
	37.99
	18.74
	1.33 
	1.75 
	
	
	
	

	
	
	
	36
	36.20
	13.85
	36.21
	13.79
	1.27 
	1.66 
	
	
	
	

	
	
	
	39
	34.55
	10.70
	34.56
	10.75
	1.24 
	1.56 
	
	
	
	

	Mobile
	QCIF
	10
	18
	43.16
	557.12
	43.19
	557.07
	1.76 
	3.68 
	-0.31%
	0.025
	-0.18%
	0.015

	
	
	
	21
	40.22
	407.72
	40.27
	408.63
	1.82 
	3.64 
	
	
	
	

	
	
	
	24
	37.35
	290.65
	37.37
	290.77
	1.89 
	3.71 
	
	
	
	

	
	
	
	27
	34.70
	203.01
	34.74
	203.18
	1.97 
	3.77 
	
	
	
	

	
	
	
	30
	32.19
	143.87
	32.23
	144.56
	2.04 
	3.72 
	-0.06%
	0.004
	
	

	
	
	
	33
	29.92
	102.24
	29.97
	102.89
	2.15 
	3.89 
	
	
	
	

	
	
	
	36
	27.70
	72.51
	27.74
	73.10
	2.28 
	4.07 
	
	
	
	

	
	
	
	39
	25.60
	52.16
	25.65
	52.49
	2.36 
	4.18 
	
	
	
	

	
	
	30
	18
	42.46
	1104.64
	42.51
	1109.21
	1.61 
	2.85 
	-0.30%
	0.018
	-0.24%
	0.014

	
	
	
	21
	39.54
	733.97
	39.59
	735.76
	1.64 
	2.84 
	
	
	
	

	
	
	
	24
	36.81
	475.15
	36.83
	475.55
	1.72 
	2.91 
	
	
	
	

	
	
	
	27
	34.32
	304.03
	34.34
	305.66
	1.79 
	2.98 
	
	
	
	

	
	
	
	30
	31.89
	197.45
	31.95
	198.80
	1.84 
	3.02 
	-0.19%
	0.010
	
	

	
	
	
	33
	29.65
	130.56
	29.70
	131.41
	1.95 
	3.13 
	
	
	
	

	
	
	
	36
	27.46
	87.05
	27.50
	87.88
	2.05 
	3.27 
	
	
	
	

	
	
	
	39
	25.44
	59.65
	25.47
	59.97
	2.13 
	3.41 
	
	
	
	

	Mobile
	CIF
	10
	18
	43.46
	2057.12
	43.49
	2057.00
	1.74 
	3.51 
	-0.27%
	0.023
	-0.32%
	0.023

	
	
	
	21
	40.66
	1523.19
	40.69
	1525.59
	1.79 
	3.53 
	
	
	
	

	
	
	
	24
	37.90
	1098.61
	37.93
	1100.32
	1.84 
	3.52 
	
	
	
	

	
	
	
	27
	35.18
	757.43
	35.22
	758.72
	1.91 
	3.53 
	
	
	
	

	
	
	
	30
	32.70
	523.44
	32.75
	525.25
	1.98 
	3.58 
	-0.36%
	0.022
	
	

	
	
	
	33
	30.46
	359.86
	30.50
	360.87
	2.06 
	3.66 
	
	
	
	

	
	
	
	36
	28.29
	251.41
	28.34
	252.67
	2.18 
	3.82 
	
	
	
	

	
	
	
	39
	26.27
	180.61
	26.35
	181.98
	2.23 
	3.86 
	
	
	
	

	
	
	30
	18
	43.07
	4349.66
	43.10
	4354.55
	1.60 
	2.78 
	-0.17%
	0.011
	-0.27%
	0.014

	
	
	
	21
	40.31
	2997.69
	40.34
	3005.59
	1.64 
	2.78 
	
	
	
	

	
	
	
	24
	37.57
	1998.57
	37.58
	2003.39
	1.68 
	2.80 
	
	
	
	

	
	
	
	27
	34.96
	1279.85
	34.99
	1278.59
	1.74 
	2.84 
	
	
	
	

	
	
	
	30
	32.46
	802.53
	32.49
	802.64
	1.81 
	2.93 
	-0.36%
	0.017
	
	

	
	
	
	33
	30.19
	502.25
	30.25
	505.64
	1.92 
	3.09 
	
	
	
	

	
	
	
	36
	28.02
	322.71
	28.09
	326.41
	2.00 
	3.19 
	
	
	
	

	
	
	
	39
	26.01
	216.04
	26.07
	218.74
	2.04 
	3.22 
	
	
	
	

	Mother & Daughter
	QCIF
	10
	18
	44.71
	162.84
	44.74
	163.35
	1.79 
	3.38 
	-0.10%
	0.007
	0.03%
	0.000

	
	
	
	21
	42.53
	113.50
	42.56
	114.10
	1.79 
	3.23 
	
	
	
	

	
	
	
	24
	40.32
	78.53
	40.35
	78.83
	1.75 
	3.03 
	
	
	
	

	
	
	
	27
	38.14
	53.86
	38.19
	54.23
	1.74 
	2.93 
	
	
	
	

	
	
	
	30
	36.00
	36.60
	36.05
	36.99
	1.73 
	2.84 
	0.16%
	-0.007
	
	

	
	
	
	33
	34.10
	24.77
	34.16
	25.09
	1.68 
	2.70 
	
	
	
	

	
	
	
	36
	32.27
	16.46
	32.31
	16.68
	1.69 
	2.67 
	
	
	
	

	
	
	
	39
	30.75
	11.36
	30.79
	11.49
	1.64 
	2.56 
	
	
	
	

	
	
	30
	18
	44.69
	235.38
	44.72
	236.29
	1.64 
	2.68 
	-0.19%
	0.010
	0.01%
	0.000

	
	
	
	21
	42.55
	154.96
	42.59
	155.75
	1.61 
	2.55 
	
	
	
	

	
	
	
	24
	40.26
	101.46
	40.30
	102.09
	1.58 
	2.38 
	
	
	
	

	
	
	
	27
	38.04
	66.98
	38.09
	67.43
	1.56 
	2.30 
	
	
	
	

	
	
	
	30
	35.86
	43.64
	35.92
	44.17
	1.56 
	2.26 
	0.22%
	-0.010
	
	

	
	
	
	33
	33.96
	29.16
	34.00
	29.52
	1.55 
	2.24 
	
	
	
	

	
	
	
	36
	32.13
	19.51
	32.17
	19.72
	1.55 
	2.23 
	
	
	
	

	
	
	
	39
	30.55
	13.79
	30.59
	13.95
	1.53 
	2.17 
	
	
	
	

	Mother & Daughter
	CIF
	10
	18
	45.25
	378.26
	45.26
	380.71
	1.94 
	3.61 
	0.24%
	-0.010
	0.24%
	-0.010

	
	
	
	21
	43.69
	248.63
	43.73
	250.78
	1.95 
	3.51 
	
	
	
	

	
	
	
	24
	42.05
	168.22
	42.08
	169.79
	1.85 
	3.18 
	
	
	
	

	
	
	
	27
	40.31
	114.80
	40.34
	116.22
	1.77 
	2.93 
	
	
	
	

	
	
	
	30
	38.42
	78.02
	38.46
	79.24
	1.69 
	2.69 
	0.24%
	-0.009
	
	

	
	
	
	33
	36.64
	53.11
	36.71
	53.84
	1.59 
	2.46 
	
	
	
	

	
	
	
	36
	34.88
	35.67
	34.92
	36.17
	1.54 
	2.32 
	
	
	
	

	
	
	
	39
	33.43
	24.61
	33.47
	24.96
	1.45 
	2.13 
	
	
	
	

	
	
	30
	18
	45.07
	569.43
	45.10
	574.68
	1.79 
	2.96 
	-0.13%
	0.004
	-0.11%
	0.004

	
	
	
	21
	43.64
	350.94
	43.67
	353.50
	1.76 
	2.83 
	
	
	
	

	
	
	
	24
	41.96
	224.00
	41.99
	225.37
	1.70 
	2.62 
	
	
	
	

	
	
	
	27
	40.22
	147.11
	40.25
	148.53
	1.59 
	2.35 
	
	
	
	

	
	
	
	30
	38.28
	95.89
	38.32
	96.89
	1.52 
	2.18 
	-0.09%
	0.004
	
	

	
	
	
	33
	36.57
	64.18
	36.61
	64.90
	1.46 
	2.03 
	
	
	
	

	
	
	
	36
	34.82
	42.64
	34.87
	43.16
	1.41 
	1.93 
	
	
	
	

	
	
	
	39
	33.32
	29.14
	33.40
	29.47
	1.34 
	1.77 
	
	
	
	

	News
	QCIF
	10
	18
	45.39
	169.29
	45.43
	169.76
	1.65 
	3.04 
	-0.04%
	0.004
	0.03%
	-0.002

	
	
	
	21
	43.21
	128.95
	43.25
	129.48
	1.68 
	3.00 
	
	
	
	

	
	
	
	24
	40.90
	97.09
	40.91
	97.36
	1.70 
	2.95 
	
	
	
	

	
	
	
	27
	38.58
	72.55
	38.65
	73.04
	1.72 
	2.94 
	
	
	
	

	
	
	
	30
	36.28
	53.58
	36.31
	54.02
	1.69 
	2.80 
	0.09%
	-0.008
	
	

	
	
	
	33
	34.06
	39.54
	34.12
	39.88
	1.66 
	2.66 
	
	
	
	

	
	
	
	36
	31.83
	28.61
	31.91
	28.96
	1.65 
	2.65 
	
	
	
	

	
	
	
	39
	29.75
	20.83
	29.80
	21.02
	1.66 
	2.62 
	
	
	
	

	
	
	30
	18
	45.36
	246.39
	45.40
	247.50
	1.53 
	2.45 
	-0.01%
	0.000
	0.27%
	-0.017

	
	
	
	21
	43.18
	182.29
	43.22
	183.11
	1.56 
	2.45 
	
	
	
	

	
	
	
	24
	40.80
	132.84
	40.81
	133.11
	1.57 
	2.41 
	
	
	
	

	
	
	
	27
	38.49
	95.83
	38.53
	96.70
	1.57 
	2.35 
	
	
	
	

	
	
	
	30
	36.08
	68.24
	36.13
	68.83
	1.56 
	2.31 
	0.55%
	-0.034
	
	

	
	
	
	33
	33.80
	48.40
	33.85
	48.96
	1.55 
	2.25 
	
	
	
	

	
	
	
	36
	31.57
	34.06
	31.60
	34.53
	1.53 
	2.18 
	
	
	
	

	
	
	
	39
	29.52
	24.71
	29.54
	24.91
	1.55 
	2.20 
	
	
	
	

	News

	CIF
	10
	18
	45.33
	504.38
	45.36
	507.98
	1.77 
	3.30 
	0.09%
	-0.005
	0.19%
	-0.012

	
	
	
	21
	43.55
	360.31
	43.59
	362.72
	1.78 
	3.17 
	
	
	
	

	
	
	
	24
	41.67
	260.32
	41.71
	262.16
	1.76 
	3.03 
	
	
	
	

	
	
	
	27
	39.76
	190.19
	39.77
	190.80
	1.71 
	2.85 
	
	
	
	

	
	
	
	30
	37.70
	138.85
	37.75
	140.21
	1.62 
	2.59 
	0.30%
	-0.019
	
	

	
	
	
	33
	35.71
	101.06
	35.76
	102.01
	1.56 
	2.38 
	
	
	
	

	
	
	
	36
	33.62
	72.51
	33.66
	73.31
	1.51 
	2.27 
	
	
	
	

	
	
	
	39
	31.63
	52.55
	31.69
	53.27
	1.48 
	2.22 
	
	
	
	

	
	
	30
	18
	45.15
	755.10
	45.17
	758.37
	1.69 
	2.78 
	0.05%
	-0.002
	0.20%
	-0.012

	
	
	
	21
	43.47
	519.85
	43.49
	522.59
	1.67 
	2.65 
	
	
	
	

	
	
	
	24
	41.60
	364.00
	41.62
	365.89
	1.63 
	2.50 
	
	
	
	

	
	
	
	27
	39.66
	257.08
	39.69
	258.61
	1.56 
	2.31 
	
	
	
	

	
	
	
	30
	37.55
	181.56
	37.57
	182.36
	1.49 
	2.12 
	0.34%
	-0.018
	
	

	
	
	
	33
	35.51
	126.89
	35.57
	128.57
	1.43 
	1.97 
	
	
	
	

	
	
	
	36
	33.42
	88.49
	33.48
	89.70
	1.38 
	1.86 
	
	
	
	

	
	
	
	39
	31.39
	62.40
	31.44
	63.09
	1.38 
	1.85 
	
	
	
	

	Paris
	CIF
	10
	18
	44.03
	867.47
	44.05
	869.81
	1.50 
	2.64 
	-0.06%
	0.004
	0.06%
	-0.010

	
	
	
	21
	41.97
	644.19
	41.99
	645.94
	1.55 
	2.70 
	
	
	
	

	
	
	
	24
	39.72
	479.12
	39.75
	480.36
	1.58 
	2.70 
	
	
	
	

	
	
	
	27
	37.40
	351.34
	37.43
	352.54
	1.62 
	2.74 
	
	
	
	

	
	
	
	30
	35.04
	255.55
	35.07
	256.57
	1.63 
	2.69 
	0.18%
	-0.011
	
	

	
	
	
	33
	32.80
	182.23
	32.84
	183.64
	1.65 
	2.68 
	
	
	
	

	
	
	
	36
	30.53
	128.59
	30.57
	129.77
	1.68 
	2.71 
	
	
	
	

	
	
	
	39
	28.41
	90.95
	28.46
	91.94
	1.68 
	2.68 
	
	
	
	

	
	
	30
	18
	43.73
	1360.50
	43.79
	1369.83
	1.43 
	2.24 
	-0.25%
	0.016
	-0.11%
	-0.003

	
	
	
	21
	41.65
	952.87
	41.70
	957.33
	1.46 
	2.25 
	
	
	
	

	
	
	
	24
	39.42
	673.74
	39.46
	675.36
	1.48 
	2.26 
	
	
	
	

	
	
	
	27
	37.20
	471.82
	37.22
	472.63
	1.53 
	2.31 
	
	
	
	

	
	
	
	30
	34.85
	326.88
	34.88
	328.45
	1.54 
	2.29 
	0.04%
	-0.002
	
	

	
	
	
	33
	32.61
	223.41
	32.64
	224.22
	1.56 
	2.29 
	
	
	
	

	
	
	
	36
	30.29
	149.78
	30.33
	150.88
	1.57 
	2.30 
	
	
	
	

	
	
	
	39
	28.15
	100.80
	28.18
	101.80
	1.57 
	2.28 
	
	
	
	

	Salesman
	QCIF
	10
	18
	44.41
	158.61
	44.43
	158.97
	1.54 
	2.74 
	-0.09%
	0.004
	0.05%
	0.007

	
	
	
	21
	42.19
	118.46
	42.22
	118.74
	1.61 
	2.81 
	
	
	
	

	
	
	
	24
	39.77
	86.96
	39.82
	87.43
	1.66 
	2.88 
	
	
	
	

	
	
	
	27
	37.42
	62.87
	37.44
	63.17
	1.75 
	3.04 
	
	
	
	

	
	
	
	30
	35.13
	44.60
	35.16
	44.89
	1.80 
	3.03 
	0.19%
	-0.008
	
	

	
	
	
	33
	32.99
	30.77
	33.03
	31.09
	1.84 
	3.04 
	
	
	
	

	
	
	
	36
	30.97
	20.84
	31.02
	21.03
	1.88 
	3.10 
	
	
	
	

	
	
	
	39
	29.23
	14.22
	29.28
	14.42
	1.89 
	3.11 
	
	
	
	

	
	
	30
	18
	44.11
	206.58
	44.15
	207.36
	1.48 
	2.34 
	-0.20%
	0.014
	0.01%
	-0.002

	
	
	
	21
	41.96
	147.45
	42.00
	148.01
	1.52 
	2.37 
	
	
	
	

	
	
	
	24
	39.53
	103.81
	39.56
	103.99
	1.60 
	2.52 
	
	
	
	

	
	
	
	27
	37.19
	72.31
	37.23
	72.81
	1.68 
	2.64 
	
	
	
	

	
	
	
	30
	34.88
	49.94
	34.91
	50.28
	1.71 
	2.62 
	0.22%
	-0.012
	
	

	
	
	
	33
	32.73
	34.20
	32.77
	34.50
	1.76 
	2.66 
	
	
	
	

	
	
	
	36
	30.73
	23.11
	30.75
	23.31
	1.81 
	2.74 
	
	
	
	

	
	
	
	39
	28.92
	16.19
	28.96
	16.26
	1.82 
	2.78 
	
	
	
	

	Silence
	QCIF
	10
	18
	44.68
	194.12
	44.70
	194.51
	1.69 
	3.11 
	-0.08%
	0.006
	0.07%
	0.001

	
	
	
	21
	42.23
	144.30
	42.27
	144.84
	1.72 
	3.06 
	
	
	
	

	
	
	
	24
	39.76
	105.29
	39.79
	105.63
	1.78 
	3.16 
	
	
	
	

	
	
	
	27
	37.43
	75.75
	37.48
	76.23
	1.84 
	3.21 
	
	
	
	

	
	
	
	30
	35.20
	53.58
	35.23
	54.00
	1.85 
	3.10 
	0.23%
	-0.013
	
	

	
	
	
	33
	33.06
	36.77
	33.14
	37.37
	1.88 
	3.14 
	
	
	
	

	
	
	
	36
	31.11
	24.90
	31.14
	25.15
	1.90 
	3.13 
	
	
	
	

	
	
	
	39
	29.36
	17.05
	29.41
	17.33
	1.89 
	3.06 
	
	
	
	

	
	
	30
	18
	44.39
	290.51
	44.42
	291.34
	1.51 
	2.39 
	-0.15%
	0.010
	0.04%
	-0.003

	
	
	
	21
	42.01
	208.42
	42.05
	209.06
	1.54 
	2.38 
	
	
	
	

	
	
	
	24
	39.56
	147.84
	39.58
	148.19
	1.60 
	2.44 
	
	
	
	

	
	
	
	27
	37.26
	103.53
	37.30
	104.24
	1.65 
	2.54 
	
	
	
	

	
	
	
	30
	34.97
	70.95
	35.01
	71.48
	1.66 
	2.48 
	0.22%
	-0.010
	
	

	
	
	
	33
	32.90
	48.14
	32.94
	48.68
	1.69 
	2.47 
	
	
	
	

	
	
	
	36
	30.91
	31.89
	30.95
	32.20
	1.70 
	2.50 
	
	
	
	

	
	
	
	39
	29.15
	21.71
	29.18
	21.95
	1.71 
	2.46 
	
	
	
	

	Silence
	CIF
	10
	18
	44.20
	693.65
	44.22
	695.65
	1.72 
	3.19 
	0.15%
	-0.010
	0.17%
	0.000

	
	
	
	21
	41.93
	494.66
	41.96
	497.45
	1.76 
	3.17 
	
	
	
	

	
	
	
	24
	39.56
	343.64
	39.59
	346.23
	1.84 
	3.25 
	
	
	
	

	
	
	
	27
	37.34
	234.85
	37.36
	236.39
	1.91 
	3.34 
	
	
	
	

	
	
	
	30
	35.25
	158.64
	35.30
	160.36
	1.92 
	3.24 
	0.18%
	-0.007
	
	

	
	
	
	33
	33.43
	106.07
	33.47
	107.29
	1.89 
	3.11 
	
	
	
	

	
	
	
	36
	31.67
	69.17
	31.72
	70.27
	1.89 
	3.10 
	
	
	
	

	
	
	
	39
	30.22
	46.44
	30.27
	47.23
	1.83 
	2.94 
	
	
	
	

	
	
	30
	18
	43.77
	1033.99
	43.80
	1038.53
	1.59 
	2.57 
	-0.11%
	0.007
	0.06%
	-0.009

	
	
	
	21
	41.57
	696.62
	41.61
	699.77
	1.63 
	2.61 
	
	
	
	

	
	
	
	24
	39.26
	465.46
	39.28
	466.72
	1.70 
	2.67 
	
	
	
	

	
	
	
	27
	37.11
	310.18
	37.14
	311.50
	1.74 
	2.70 
	
	
	
	

	
	
	
	30
	35.05
	204.09
	35.08
	205.60
	1.74 
	2.62 
	0.23%
	-0.009
	
	

	
	
	
	33
	33.22
	133.82
	33.25
	135.18
	1.72 
	2.54 
	
	
	
	

	
	
	
	36
	31.48
	86.55
	31.52
	87.81
	1.69 
	2.48 
	
	
	
	

	
	
	
	39
	30.07
	57.98
	30.11
	58.61
	1.62 
	2.33 
	
	
	
	

	Stefan
	QCIF
	10
	18
	43.87
	514.48
	43.88
	517.11
	2.02 
	4.23 
	0.97%
	-0.083
	1.29%
	-0.001

	
	
	
	21
	41.06
	384.29
	41.07
	388.02
	2.09 
	4.28 
	
	
	
	

	
	
	
	24
	38.24
	281.12
	38.26
	285.15
	2.12 
	4.16 
	
	
	
	

	
	
	
	27
	35.56
	201.33
	35.57
	203.93
	2.19 
	4.20 
	
	
	
	

	
	
	
	30
	33.08
	145.94
	33.11
	147.48
	2.25 
	4.20 
	1.61%
	-0.101
	
	

	
	
	
	33
	30.80
	104.65
	30.80
	105.91
	2.29 
	4.19 
	
	
	
	

	
	
	
	36
	28.48
	73.13
	28.52
	75.13
	2.33 
	4.12 
	
	
	
	

	
	
	
	39
	26.29
	51.27
	26.30
	52.69
	2.31 
	4.04 
	
	
	
	

	
	
	30
	18
	43.46
	1099.81
	43.49
	1101.66
	1.84 
	3.37 
	-0.11%
	0.008
	0.14%
	-0.092

	
	
	
	21
	40.67
	767.92
	40.70
	771.11
	1.86 
	3.32 
	
	
	
	

	
	
	
	24
	38.01
	532.20
	38.04
	533.79
	1.93 
	3.34 
	
	
	
	

	
	
	
	27
	35.41
	358.68
	35.44
	360.74
	1.97 
	3.31 
	
	
	
	

	
	
	
	30
	32.93
	244.93
	32.97
	246.27
	2.01 
	3.31 
	0.40%
	-0.022
	
	

	
	
	
	33
	30.55
	165.38
	30.58
	167.20
	2.03 
	3.30 
	
	
	
	

	
	
	
	36
	28.18
	111.41
	28.24
	112.94
	2.10 
	3.34 
	
	
	
	

	
	
	
	39
	25.99
	74.60
	26.08
	76.06
	2.17 
	3.45 
	
	
	
	

	Stefan
	CIF
	10
	18
	44.16
	1731.36
	44.19
	1747.57
	1.97 
	3.98 
	1.38%
	-0.106
	2.41%
	-0.007

	
	
	
	21
	41.62
	1273.69
	41.65
	1291.13
	2.02 
	3.94 
	
	
	
	

	
	
	
	24
	39.05
	915.54
	39.08
	933.53
	2.04 
	3.86 
	
	
	
	

	
	
	
	27
	36.49
	638.38
	36.50
	655.91
	2.05 
	3.77 
	
	
	
	

	
	
	
	30
	34.13
	448.96
	34.16
	462.45
	2.09 
	3.72 
	3.44%
	-0.206
	
	

	
	
	
	33
	31.99
	315.39
	32.02
	327.52
	2.13 
	3.72 
	
	
	
	

	
	
	
	36
	29.88
	224.77
	29.96
	235.51
	2.12 
	3.64 
	
	
	
	

	
	
	
	39
	27.84
	161.46
	27.87
	169.32
	2.19 
	3.79 
	
	
	
	

	
	
	30
	18
	43.82
	3896.10
	43.84
	3911.36
	1.80 
	3.19 
	0.02%
	-0.001
	0.64%
	-0.156

	
	
	
	21
	41.33
	2679.70
	41.36
	2688.31
	1.80 
	3.04 
	
	
	
	

	
	
	
	24
	38.83
	1801.03
	38.87
	1811.33
	1.85 
	3.10 
	
	
	
	

	
	
	
	27
	36.35
	1165.84
	36.38
	1172.74
	1.87 
	3.05 
	
	
	
	

	
	
	
	30
	34.00
	760.55
	34.03
	764.65
	1.88 
	3.00 
	1.26%
	-0.070
	
	

	
	
	
	33
	31.87
	505.26
	31.92
	516.24
	1.90 
	2.99 
	
	
	
	

	
	
	
	36
	29.68
	340.04
	29.75
	347.65
	1.92 
	2.96 
	
	
	
	

	
	
	
	39
	27.59
	231.43
	27.68
	242.75
	1.97 
	3.04 
	
	
	
	

	Suzie
	QCIF
	10
	18
	44.44
	177.72
	44.45
	178.97
	2.16 
	4.18 
	0.46%
	-0.024
	-0.03%
	-0.036

	
	
	
	21
	42.31
	120.39
	42.36
	121.96
	2.17 
	4.03 
	
	
	
	

	
	
	
	24
	40.37
	82.22
	40.37
	82.57
	2.16 
	3.91 
	
	
	
	

	
	
	
	27
	38.47
	55.78
	38.47
	56.07
	2.12 
	3.68 
	
	
	
	

	
	
	
	30
	36.58
	37.57
	36.62
	37.82
	2.03 
	3.41 
	-0.51%
	0.021
	
	

	
	
	
	33
	34.81
	25.54
	34.90
	25.88
	1.93 
	3.16 
	
	
	
	

	
	
	
	36
	33.12
	17.05
	33.20
	17.30
	1.87 
	3.01 
	
	
	
	

	
	
	
	39
	31.67
	11.96
	31.75
	12.17
	1.70 
	2.74 
	
	
	
	

	
	
	30
	18
	44.30
	292.43
	44.34
	295.49
	1.91 
	3.25 
	0.10%
	-0.003
	0.07%
	-0.002

	
	
	
	21
	42.31
	187.87
	42.34
	188.98
	1.94 
	3.18 
	
	
	
	

	
	
	
	24
	40.28
	120.55
	40.31
	121.79
	1.93 
	3.09 
	
	
	
	

	
	
	
	27
	38.39
	78.81
	38.42
	79.13
	1.86 
	2.85 
	
	
	
	

	
	
	
	30
	36.48
	51.09
	36.53
	51.71
	1.76 
	2.62 
	0.04%
	0.000
	
	

	
	
	
	33
	34.81
	34.49
	34.84
	34.76
	1.69 
	2.46 
	
	
	
	

	
	
	
	36
	33.20
	23.71
	33.22
	23.93
	1.61 
	2.31 
	
	
	
	

	
	
	
	39
	31.66
	16.95
	31.75
	17.11
	1.54 
	2.16 
	
	
	
	

	Table
	QCIF
	10
	18
	44.18
	250.70
	44.20
	250.85
	2.02 
	4.06 
	0.00%
	0.000
	0.25%
	-0.002

	
	
	
	21
	41.78
	185.04
	41.81
	185.54
	2.15 
	4.13 
	
	
	
	

	
	
	
	24
	39.39
	132.37
	39.45
	133.55
	2.21 
	4.20 
	
	
	
	

	
	
	
	27
	37.24
	92.68
	37.25
	93.18
	2.25 
	4.21 
	
	
	
	

	
	
	
	30
	35.23
	65.21
	35.27
	65.73
	2.23 
	3.98 
	0.51%
	-0.027
	
	

	
	
	
	33
	33.30
	45.97
	33.36
	46.47
	2.13 
	3.68 
	
	
	
	

	
	
	
	36
	31.41
	32.90
	31.43
	33.38
	2.04 
	3.43 
	
	
	
	

	
	
	
	39
	29.58
	24.16
	29.64
	24.58
	1.93 
	3.16 
	
	
	
	

	
	
	30
	18
	43.81
	430.87
	43.87
	431.72
	1.85 
	3.23 
	-0.52%
	0.030
	-0.18%
	-0.014

	
	
	
	21
	41.49
	300.10
	41.52
	300.03
	1.96 
	3.37 
	
	
	
	

	
	
	
	24
	39.18
	203.45
	39.21
	203.52
	2.02 
	3.42 
	
	
	
	

	
	
	
	27
	37.13
	136.49
	37.15
	136.52
	2.07 
	3.43 
	
	
	
	

	
	
	
	30
	35.16
	92.22
	35.18
	92.54
	2.00 
	3.19 
	0.16%
	-0.008
	
	

	
	
	
	33
	33.29
	63.90
	33.32
	64.15
	1.89 
	2.94 
	
	
	
	

	
	
	
	36
	31.34
	44.87
	31.39
	45.51
	1.76 
	2.66 
	
	
	
	

	
	
	
	39
	29.43
	32.73
	29.49
	33.10
	1.70 
	2.50 
	
	
	
	

	Table
	CIF
	10
	18
	43.88
	974.08
	43.92
	982.01
	1.99 
	3.98 
	0.39%
	-0.025
	0.45%
	0.011

	
	
	
	21
	41.65
	694.20
	41.69
	700.69
	2.07 
	4.03 
	
	
	
	

	
	
	
	24
	39.34
	488.06
	39.37
	493.03
	2.15 
	4.10 
	
	
	
	

	
	
	
	27
	37.11
	338.37
	37.13
	341.69
	2.23 
	4.15 
	
	
	
	

	
	
	
	30
	35.00
	230.85
	35.04
	233.56
	2.26 
	4.05 
	0.50%
	-0.022
	
	

	
	
	
	33
	33.18
	155.44
	33.22
	157.30
	2.20 
	3.85 
	
	
	
	

	
	
	
	36
	31.44
	104.65
	31.46
	105.92
	2.09 
	3.56 
	
	
	
	

	
	
	
	39
	29.85
	73.02
	29.88
	73.99
	1.90 
	3.12 
	
	
	
	

	
	
	30
	18
	43.52
	1703.07
	43.56
	1708.01
	1.84 
	3.22 
	-0.54%
	0.028
	-0.37%
	-0.024

	
	
	
	21
	41.35
	1127.49
	41.38
	1129.19
	1.94 
	3.34 
	
	
	
	

	
	
	
	24
	39.08
	747.49
	39.11
	747.76
	2.00 
	3.39 
	
	
	
	

	
	
	
	27
	36.95
	492.66
	36.99
	493.83
	2.06 
	3.45 
	
	
	
	

	
	
	
	30
	34.89
	319.58
	34.92
	320.03
	2.05 
	3.29 
	-0.20%
	0.009
	
	

	
	
	
	33
	33.10
	208.85
	33.13
	209.63
	1.97 
	3.06 
	
	
	
	

	
	
	
	36
	31.37
	138.39
	31.40
	139.20
	1.83 
	2.77 
	
	
	
	

	
	
	
	39
	29.76
	96.37
	29.81
	97.49
	1.67 
	2.46 
	
	
	
	

	TD
	CIF
	10
	18
	46.32
	579.17
	46.35
	583.42
	2.36 
	4.69 
	0.43%
	-0.025
	0.36%
	0.019

	
	
	
	21
	44.25
	419.65
	44.29
	423.86
	2.38 
	4.60 
	
	
	
	

	
	
	
	24
	42.14
	297.89
	42.19
	301.61
	2.38 
	4.43 
	
	
	
	

	
	
	
	27
	40.06
	208.74
	40.09
	211.25
	2.32 
	4.21 
	
	
	
	

	
	
	
	30
	38.03
	144.82
	38.07
	146.26
	2.20 
	3.88 
	0.29%
	-0.014
	
	

	
	
	
	33
	36.12
	98.30
	36.17
	99.61
	2.03 
	3.47 
	
	
	
	

	
	
	
	36
	34.35
	65.94
	34.38
	66.67
	1.92 
	3.23 
	
	
	
	

	
	
	
	39
	32.76
	44.73
	32.82
	45.59
	1.83 
	2.99 
	
	
	
	

	
	
	30
	18
	46.09
	1315.52
	46.12
	1326.85
	2.16 
	3.84 
	0.38%
	-0.023
	0.45%
	-0.019

	
	
	
	21
	44.06
	947.02
	44.09
	955.42
	2.18 
	3.79 
	
	
	
	

	
	
	
	24
	41.94
	666.33
	41.98
	673.28
	2.15 
	3.63 
	
	
	
	

	
	
	
	27
	39.88
	462.29
	39.92
	467.44
	2.06 
	3.37 
	
	
	
	

	
	
	
	30
	37.83
	317.09
	37.87
	320.50
	1.95 
	3.10 
	0.51%
	-0.023
	
	

	
	
	
	33
	35.93
	211.36
	35.97
	213.98
	1.82 
	2.80 
	
	
	
	

	
	
	
	36
	34.16
	139.09
	34.19
	141.47
	1.69 
	2.53 
	
	
	
	

	
	
	
	39
	32.57
	93.12
	32.62
	94.66
	1.57 
	2.28 
	
	
	
	

	Tempete
	CIF
	10
	18
	43.87
	1695.34
	43.89
	1698.15
	1.90 
	3.89 
	-0.10%
	0.008
	-0.11%
	-0.023

	
	
	
	21
	41.22
	1230.85
	41.25
	1234.12
	1.96 
	3.86 
	
	
	
	

	
	
	
	24
	38.53
	863.06
	38.56
	864.57
	2.02 
	3.84 
	
	
	
	

	
	
	
	27
	35.89
	576.37
	35.92
	578.36
	2.03 
	3.75 
	
	
	
	

	
	
	
	30
	33.46
	379.93
	33.47
	380.85
	2.09 
	3.78 
	-0.12%
	0.005
	
	

	
	
	
	33
	31.30
	248.69
	31.36
	250.86
	2.14 
	3.77 
	
	
	
	

	
	
	
	36
	29.31
	165.46
	29.37
	167.32
	2.18 
	3.79 
	
	
	
	

	
	
	
	39
	27.46
	112.40
	27.53
	114.16
	2.21 
	3.82 
	
	
	
	

	
	
	30
	18
	43.53
	3832.57
	43.54
	3842.08
	1.76 
	3.13 
	-0.17%
	0.011
	-0.13%
	0.007

	
	
	
	21
	40.87
	2615.34
	40.90
	2625.15
	1.80 
	3.10 
	
	
	
	

	
	
	
	24
	38.14
	1693.71
	38.20
	1704.08
	1.84 
	3.09 
	
	
	
	

	
	
	
	27
	35.58
	1038.40
	35.62
	1045.76
	1.87 
	3.07 
	
	
	
	

	
	
	
	30
	33.25
	632.12
	33.29
	635.83
	1.91 
	3.06 
	-0.09%
	0.004
	
	

	
	
	
	33
	31.15
	381.24
	31.21
	386.49
	1.99 
	3.16 
	
	
	
	

	
	
	
	36
	29.15
	234.12
	29.21
	237.67
	2.02 
	3.18 
	
	
	
	

	
	
	
	39
	27.32
	149.41
	27.39
	151.70
	2.02 
	3.18 
	
	
	
	

	Watefall
	CIF
	10
	18
	42.95
	903.95
	42.97
	908.40
	1.76 
	3.33 
	0.19%
	-0.010
	0.20%
	0.007

	
	
	
	21
	40.79
	591.55
	40.81
	595.22
	1.83 
	3.35 
	
	
	
	

	
	
	
	24
	38.75
	403.95
	38.79
	407.39
	1.93 
	3.46 
	
	
	
	

	
	
	
	27
	36.70
	279.47
	36.75
	282.48
	1.99 
	3.48 
	
	
	
	

	
	
	
	30
	34.54
	197.36
	34.59
	199.54
	2.08 
	3.56 
	0.21%
	-0.008
	
	

	
	
	
	33
	32.44
	134.18
	32.47
	135.57
	2.13 
	3.64 
	
	
	
	

	
	
	
	36
	30.29
	88.17
	30.35
	89.26
	2.16 
	3.65 
	
	
	
	

	
	
	
	39
	28.61
	57.76
	28.66
	58.81
	2.11 
	3.56 
	
	
	
	

	
	
	30
	18
	42.74
	1567.86
	42.77
	1578.42
	1.66 
	2.80 
	-0.08%
	0.005
	0.01%
	-0.009

	
	
	
	21
	40.64
	915.11
	40.67
	920.92
	1.72 
	2.83 
	
	
	
	

	
	
	
	24
	38.51
	550.82
	38.55
	556.36
	1.81 
	2.94 
	
	
	
	

	
	
	
	27
	36.46
	348.62
	36.53
	351.97
	1.88 
	3.00 
	
	
	
	

	
	
	
	30
	34.24
	224.61
	34.28
	227.11
	1.95 
	3.07 
	0.09%
	-0.005
	
	

	
	
	
	33
	32.22
	146.46
	32.27
	148.20
	2.03 
	3.20 
	
	
	
	

	
	
	
	36
	30.19
	92.99
	30.23
	94.11
	2.09 
	3.30 
	
	
	
	

	
	
	
	39
	28.55
	60.75
	28.59
	61.14
	2.05 
	3.22 
	
	
	
	

	Weather
	CIF
	10
	18
	46.31
	709.89
	46.35
	711.83
	1.39 
	2.32 
	-0.01%
	0.003
	0.02%
	0.000

	
	
	
	21
	43.79
	563.09
	43.82
	564.81
	1.41 
	2.29 
	
	
	
	

	
	
	
	24
	41.16
	442.39
	41.18
	442.99
	1.42 
	2.26 
	
	
	
	

	
	
	
	27
	38.67
	345.02
	38.71
	346.37
	1.44 
	2.28 
	
	
	
	

	
	
	
	30
	36.04
	269.34
	36.08
	270.53
	1.47 
	2.30 
	0.04%
	-0.005
	
	

	
	
	
	33
	33.64
	204.75
	33.67
	205.53
	1.50 
	2.30 
	
	
	
	

	
	
	
	36
	31.26
	157.80
	31.30
	158.54
	1.52 
	2.36 
	
	
	
	

	
	
	
	39
	29.12
	124.47
	29.17
	125.32
	1.55 
	2.39 
	
	
	
	

	
	
	30
	18
	45.96
	886.15
	45.99
	889.87
	1.34 
	1.98 
	-0.07%
	0.007
	-0.11%
	-0.001

	
	
	
	21
	43.53
	660.70
	43.56
	663.36
	1.34 
	1.92 
	
	
	
	

	
	
	
	24
	40.93
	492.42
	40.95
	492.89
	1.35 
	1.92 
	
	
	
	

	
	
	
	27
	38.46
	368.96
	38.50
	369.51
	1.38 
	1.95 
	
	
	
	

	
	
	
	30
	35.80
	276.76
	35.83
	277.56
	1.40 
	1.98 
	-0.14%
	0.011
	
	

	
	
	
	33
	33.37
	204.68
	33.40
	205.24
	1.43 
	2.01 
	
	
	
	

	
	
	
	36
	30.96
	154.35
	31.00
	154.74
	1.45 
	2.05 
	
	
	
	

	
	
	
	39
	28.78
	119.07
	28.82
	119.42
	1.46 
	2.06 
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Please send to:

JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA

Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	FastVDO LLC
	

	Mailing address
	7150 Riverwood Dr.,

Columbia, MD 21046-1245 USA
	

	Country
	USA
	

	Contact person
	Alexis Michael Tourapis
	

	Telephone
	408-228-7983
	

	Fax
	410-290-8050
	

	Email
	alexis@fastvdo.com 
	

	Place and date of submission
	Poznań, PL, 24-29 July, 2005
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT
	

	Title
	Fast ME in the JM reference software
	

	Contribution number
	JVT-P026
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)
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	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:




� If the reader is curious about such an implementation, it is suggested that they contact the author for more information. For reference, the implementation overhead for such adaptive schemes is extremely minor but the author did not consider it necessary at this point to re-implement this within the current software (obviously such an implementation already exists).


� Additional simulation results with above conditions  will be added when full simulations are completed
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