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1. Introduction
In this document, we propose a lossless coding for Intra picture by changing the semantics (meaning) of the existing 4x4 Intra predictions in Luma signal and the existing 8x8 Intra predictions in Chroma signals. The block diagram for the lossless coding is shown in Fig. 1 and the Intra4x4 prediction modes are shown in Fig. 2. The DC prediction is used as it is in H.264 standard. The Semantics of the 4x4Intra prediction modes in Luma signal are changed except the DC prediction in this lossless coding proposal. Also the semantics of horizontal and vertical predictions in Chroma signals are changed. The results were cross-verified in Appendix by Sharp Lab. using YUV 4:2:0 data format and will be cross-verified by Samsung AIT using RGB 4:4:4 data format. The proposed method can be called pixel-wise prediction.
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Fig. 1. Block diagram of the proposed lossless coding for intra frame


[image: image2.wmf] 

0

 

1

 

4

 

3

 

5

 

7

 

8

 

6

 


Fig. 2. Intra4x4 prediction mode for 9 directions
2. Proposed Lossless Coding for Intra picture

The proposed method improves the lossless coding efficiency in intra picture by using the nearest neighbor pixels for each direction to predict the current pixel, while the existing Luma and Chroma prediction modes syntax is not changed. The main idea of the proposed method is that the correlations of the nearest pixels inside the current block are usually higher than the pixels on the neighboring block boundary. For the proposed method, the semantics of intra 4x4 prediction modes are changed except the DC prediction.
1.  Luma Prediction Semantics Change

1.1. Mode 0: Intra_4x4_Vertical Prediction
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Fig. 3. Intra_4x4_Vertical prediction mode
The pixel a is predicted from the pixel A.

The pixel e is predicted from the pixel a.

The pixel i is predicted from the pixel e.

The pixel m is predicted from the pixel i.

The pixel b is predicted from the pixel B.

The pixel f is predicted from the pixel b.

The pixel j is predicted from the pixel f.

The pixel n is predicted from the pixel j.

The pixel c is predicted from the pixel C.

The pixel g is predicted from the pixel c.

The pixel k is predicted from the pixel g.

The pixel o is predicted from the pixel k.

The pixel d is predicted from the pixel D.

The pixel h is predicted from the pixel d.

The pixel l is predicted from the pixel h.

The pixel p is predicted from the pixel l.

The decoding order for the pixels in the Intra_4x4_Vertical prediction mode is the same as the encoding order by the reverse operation.

1.2. Mode 1: Intra_4x4_Horizontal Prediction
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Fig. 4. Intra_4x4_Horizontal prediction mode
The pixel a is predicted from pixel I.

The pixel b is predicted from pixel a.

The pixel c is predicted from pixel b.

The pixel d is predicted from pixel c.

The pixel e is predicted from pixel J.

The pixel f is predicted from pixel e.

The pixel g is predicted from pixel f.

The pixel h is predicted from pixel g.

The pixel i is predicted from pixel K.

The pixel j is predicted from pixel i.

The pixel k is predicted from pixel j.

The pixel l is predicted from pixel k.

The pixel m is predicted from pixel L.

The pixel n is predicted from pixel m.

The pixel o is predicted from pixel n.

The pixel p is predicted from pixel o.

The decoding order for the pixels in the Intra_4x4_Horizontal prediction mode is the same as the encoding order by the reverse operation.

1.3. Mode 3: Intra_4x4_Diagonal_Down_Left Prediction
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Fig. 5. Intra_4x4_Diagonal_Down_Left prediction mode

The pixel a is predicted from pixels (A + 2B + C + 2) / 4
The pixel b is predicted from pixels (B + 2C + D + 2) / 4
The pixel c is predicted from pixels (D + 2D + E + 2) / 4
The pixel d is predicted from pixels (D + 2E + F + 2) / 4
The pixel e is predicted from pixels (a + 2b + c + 2) / 4
The pixel f is predicted from pixels (b + 2c + d + 2) / 4
The pixel g is predicted from pixels (c + 2d + d + 2) / 4
The pixel h is predicted from pixel d
The pixel i is predicted from pixels (e + 2f + g + 2) / 4
The pixel j is predicted from pixels (f + 2g + h + 2) / 4
The pixel k is predicted from pixels (g + 2h + h + 2) / 4
The pixel l is predicted from pixel h
The pixel m is predicted from pixels (i + 2j + k + 2) / 4
The pixel n is predicted from pixels (j + 2k + l + 2) / 4
The pixel o is predicted from pixels (k + 2l + l + 2) / 4
The pixel p is predicted from pixel l

The decoding order for the pixels in the Intra_4x4_Diagonal_Down_Left prediction mode is the same as the encoding order by the reverse operation.

1.4.  Mode 4: Intra_4x4_Diagonal_Down_Right Prediction
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Fig. 6. Intra_4x4_Diagonal_Down_Right prediction mode

The pixel a is predicted from the pixels (I + 2X + A + 2) / 4.

The pixel b is predicted from the pixels (X + 2A + B + 2) / 4.

The pixel c is predicted from the pixels (A + 2B + C + 2) / 4.

The pixel d is predicted from the pixels (B + 2C + D + 2) / 4.

The pixel e is predicted from the pixels (J + 2I + a + 2) / 4.
The pixel f is predicted from the pixels (I + 2a + b + 2) / 4.
The pixel g is predicted from the pixels (a + 2b + c + 2) / 4.
The pixel h is predicted from the pixels (b + 2c + d + 2) / 4.
The pixel i is predicted from the pixels (K + 2J + e + 2) / 4.
The pixel j is predicted from the pixels (J + 2e + f + 2) / 4.
The pixel k is predicted from the pixels (e + 2f + g + 2) / 4.
The pixel l is predicted from the pixels (f + 2g + h + 2) / 4.
The pixel m is predicted from the pixels (L + 2K + i + 2) / 4.
The pixel n is predicted from the pixels (K + 2i + j + 2) / 4.
The pixel o is predicted from the pixels (i + 2j + k + 2) / 4.
The pixel p is predicted from the pixels (j + 2k + l + 2) / 4.

The decoding order for the pixels in the Intra_4x4_Diagonal_Down_Right prediction mode is the same as the encoding order by the reverse operation.

1.5.  Mode 5: Intra_4x4_Vertical_Right Prediction
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Fig. 7. Intra_4x4_Vertical_Right prediction mode

The pixel a is predicted from the pixels (X + A + 1) / 2.

The pixel b is predicted from the pixels (A + B + 1) / 2.

The pixel c is predicted from the pixels (B + C + 1) / 2.

The pixel d is predicted from the pixels (C + D + 1) / 2.

The pixel e is predicted from the pixels (I + a + 1) / 2.

The pixel f is predicted from the pixels (a + b + 1) / 2.

The pixel g is predicted from the pixels (b + c + 1) / 2.

The pixel h is predicted from the pixels (c + d + 1) / 2.

The pixel i is predicted from the pixels (J + e + 1) / 2.

The pixel j is predicted from the pixels (e + f + 1) / 2.

The pixel k is predicted from the pixels (f + g + 1) / 2.

The pixel l is predicted from the pixels (g + h + 1) / 2.

The pixel m is predicted from the pixels (K + i + 1) / 2.

The pixel n is predicted from the pixels (i + j + 1) / 2.

The pixel o is predicted from the pixels (j + k + 1) / 2.

The pixel p is predicted from the pixels (k + l + 1) / 2.

The decoding order for the pixels in the Intra_4x4_Vertical_Right prediction mode is the same as the encoding order by the reverse operation.

1.6. Mode 6: Intra_4x4_Horizontal_Down Prediction
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Fig. 8. Intra_4x4_Horizontal_Down prediction mode

The pixel a is predicted from the pixels (X + I + 1) / 2.

The pixel e is predicted from the pixels (I + J + 1) / 2.

The pixel i is predicted from the pixels (J + K + 1) / 2.

The pixel m is predicted from the pixels (K + L + 1) / 2.

The pixel b is predicted from the pixels (A + a + 1) / 2.

The pixel f is predicted from the pixels (a + e + 1) / 2.

The pixel j is predicted from the pixels (e + i + 1) / 2.

The pixel n is predicted from the pixels (i + m + 1) / 2.

The pixel c is predicted from the pixels (B + b + 1) / 2.

The pixel g is predicted from the pixels (b + f + 1) / 2.

The pixel k is predicted from the pixels (f + j + 1) / 2.

The pixel o is predicted from the pixels (j + n + 1) / 2.

The pixel d is predicted from the pixels (C + c + 1) / 2.

The pixel h is predicted from the pixels (c + g + 1) / 2.

The pixel l is predicted from the pixels (g + k + 1) / 2.

The pixel p is predicted from the pixels (k + o + 1) / 2.

The decoding order for the pixels in the Intra_4x4_Horizontal_Down prediction mode is the same as the encoding order by the reverse operation.

1.7.  Mode 7: Intra_4x4_Vertical_Left Prediction mode
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Fig. 9. Intra_4x4_Vertical_Left prediction mode

The pixel a is predicted from the pixels (A + B + 1) / 2.

The pixel b is predicted from the pixels (B + C + 1) / 2.

The pixel c is predicted from the pixels (C + D + 1) / 2.

The pixel d is predicted from the pixels (D + E + 1) / 2.

The pixel e is predicted from the pixels (a + b + 1) / 2.

The pixel f is predicted from the pixels (b + c + 1) / 2.

The pixel g is predicted from the pixels (c + d + 1) / 2.

The pixel h is predicted from the pixel d
The pixel i is predicted from the pixels (e + f + 1) / 2.

The pixel j is predicted from the pixels (f + g + 1) / 2.

The pixel k is predicted from the pixels (g + h + 1) / 2.

The pixel l is predicted from the pixel h.

The pixel m is predicted from the pixels (i + j + 1) / 2.

The pixel n is predicted from the pixels (j + k + 1) / 2.

The pixel o is predicted from the pixels (k + l + 1) / 2.

The pixel p is predicted from the pixel l.

The decoding order for the pixels in the Intra_4x4_Vertical_Left prediction mode is the same as the encoding order by the reverse operation.

1.8.  Mode 8: Intra_4x4_Horizontal_Up prediction
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Fig. 10. Intra_4x4_Horizontal_Up prediction mode

The pixel a is predicted from the pixels (I + J + 1) / 2.

The pixel e is predicted from the pixels (J + K + 1) / 2.

The pixel i is predicted from the pixels (K + L + 1) / 2.

The pixel m is predicted from the pixel L.
The pixel b is predicted from the pixels (a + e + 1) / 2.

The pixel f is predicted from the pixels (e + i + 1) / 2.

The pixel j is predicted from the pixels (i + m + 1) / 2.

The pixel n is predicted from the pixel m.
The pixel c is predicted from the pixels (b + f + 1) / 2.

The pixel g is predicted from the pixels (f + j + 1) / 2.

The pixel k is predicted from the pixels (j + n + 1) / 2.

The pixel o is predicted from the pixel n.
The pixel d is predicted from the pixels (c + g + 1) / 2.

The pixel h is predicted from the pixels (g + k + 1) / 2.

The pixel l is predicted from the pixels (k + o + 1) / 2.

The pixel p is predicted from the pixel o.

The decoding order for the pixels in the Intra_4x4_Horizontal_Up prediction mode is the same as the encoding order by the reverse operation.

2.  Chroma Prediction Semantics Change
The proposed method is applied to chroma prediction to improve the lossless coding efficiency by modification of the vertical and horizontal prediction semantics, while the semantics of the Intra_Chroma_DC and Intra_Chroma_plane predictions are not changed.
2.1. Mode 1: Intra_Chroma_Horizontal Prediction
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Fig. 11. Intra_Chroma_Horizontal Prediction Mode
The pixel a1 is predicted from pixel I.              The pixel b1 is predicted from pixel a1.

The pixel c1 is predicted from pixel b1.             The pixel d1 is predicted from pixel c1.

The pixel a2 is predicted from pixel d1.             The pixel b2 is predicted from pixel a2.

The pixel c2 is predicted from pixel b2.             The pixel d2 is predicted from pixel c2.

The pixel e1 is predicted from pixel J.              The pixel f1 is predicted from pixel e1.

The pixel g1 is predicted from pixel f1.              The pixel h1 is predicted from pixel g1.

The pixel e2 is predicted from pixel h1.              The pixel f2 is predicted from pixel e2.

The pixel g2 is predicted from pixel f2.              The pixel h2 is predicted from pixel g2.

The pixel i1 is predicted from pixel K.               The pixel j1 is predicted from pixel i1.

The pixel k1 is predicted from pixel j1.              The pixel l1 is predicted from pixel k1.

The pixel i2 is predicted from pixel l1.               The pixel j2a is predicted from pixel i2.

The pixel k2a is predicted from pixel j2.             The pixel l2 is predicted from pixel k2.

The pixel m1a is predicted from pixel L.             The pixel n1 is predicted from pixel m1.

The pixel o1 is predicted from pixel n1.              The pixel p1 is predicted from pixel o1.

The pixel m2 is predicted from pixel p1.             The pixel n2 is predicted from pixel m2.

The pixel o2 is predicted from pixel n2.              The pixel p2 is predicted from pixel o2.

The pixel a3 is predicted from pixel M.              The pixel b3 is predicted from pixel a3.

The pixel c3 is predicted from pixel b3.              The pixel d3 is predicted from pixel c3.

The pixel a4 is predicted from pixel d3.              The pixel b4 is predicted from pixel a4.

The pixel c4 is predicted from pixel b4.             The pixel d4 is predicted from pixel c4.

The pixel e3 is predicted from pixel N.              The pixel f3 is predicted from pixel e3.

The pixel g3 is predicted from pixel f3.             The pixel h3 is predicted from pixel g3.

The pixel e4 is predicted from pixel h3.             The pixel f4 is predicted from pixel e4.

The pixel g4 is predicted from pixel f4.              The pixel h4 is predicted from pixel g4.

The pixel i3 is predicted from pixel O.              The pixel j3 is predicted from pixel i3.

The pixel k3 is predicted from pixel j3.              The pixel l3 is predicted from pixel k3.

The pixel i4 is predicted from pixel l3.              The pixel j4 is predicted from pixel i4.

The pixel k4 is predicted from pixel j4.              The pixel l4 is predicted from pixel k4.

The pixel m3 is predicted from pixel P.              The pixel n3 is predicted from pixel m3.

The pixel o3 is predicted from pixel n3.              The pixel p3 is predicted from pixel o3.

The pixel m4 is predicted from pixel p3.             The pixel n4 is predicted from pixel m4.

The pixel o4 is predicted from pixel n4.              The pixel p4 is predicted from pixel o4.

The decoding order for the pixels in the Intra_Chroma_horizontal prediction mode is the same as the encoding order by the reverse operation.

2.2.  Mode 2: Intra_Chroma_Vertical Prediction
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Fig. 12. Intra_Chroma_Vertical Prediction Mode

The pixel a1 is predicted from pixel A.              The pixel e1 is predicted from pixel a1.

The pixel i1 is predicted from pixel e1.              The pixel m1 is predicted from pixel i1.

The pixel a3 is predicted from pixel m1.              The pixel e3 is predicted from pixel a3.

The pixel i3 is predicted from pixel e3.              The pixel m3 is predicted from pixel i3.

The pixel b1 is predicted from pixel B.              The pixel f1 is predicted from pixel b1.

The pixel j1 is predicted from pixel f1.              The pixel n1 is predicted from pixel j1.

The pixel b3 is predicted from pixel n1.              The pixel f3 is predicted from pixel b3.

The pixel j3 is predicted from pixel f3.              The pixel n3 is predicted from pixel j3.

The pixel c1 is predicted from pixel C.              The pixel g1 is predicted from pixel c1.

The pixel k1 is predicted from pixel g1.              The pixel o1 is predicted from pixel k1.

The pixel c3 is predicted from pixel o1.              The pixel g3 is predicted from pixel c3.

The pixel k3 is predicted from pixel g3.              The pixel o3 is predicted from pixel k3.

The pixel d1 is predicted from pixel D.              The pixel h1 is predicted from pixel d1.

The pixel l1 is predicted from pixel h1.              The pixel p1 is predicted from pixel l1.

The pixel d3 is predicted from pixel p1.              The pixel h3 is predicted from pixel d3.

The pixel l3 is predicted from pixel h3.              The pixel p3 is predicted from pixel l3.

The pixel a2 is predicted from pixel E.              The pixel e2 is predicted from pixel a2.

The pixel i2 is predicted from pixel e2.              The pixel m2 is predicted from pixel i2.

The pixel a4 is predicted from pixel m2.              The pixel e4 is predicted from pixel a4.

The pixel i4 is predicted from pixel e4.              The pixel m4 is predicted from pixel i4.

The pixel b2 is predicted from pixel F.              The pixel f2 is predicted from pixel b2.

The pixel j2 is predicted from pixel f2.              The pixel n2 is predicted from pixel j2.

The pixel b4 is predicted from pixel n2.              The pixel f4 is predicted from pixel b4.

The pixel j4 is predicted from pixel f4.              The pixel n4 is predicted from pixel j4.

The pixel c2 is predicted from pixel G.              The pixel g2 is predicted from pixel c2.

The pixel k2 is predicted from pixel g2.              The pixel o2 is predicted from pixel k2.

The pixel c4 is predicted from pixel o2.              The pixel g4 is predicted from pixel c4.

The pixel k4 is predicted from pixel g4.              The pixel o4 is predicted from pixel k4.

The pixel d2 is predicted from pixel H.              The pixel h2 is predicted from pixel d2.

The pixel l2 is predicted from pixel h2.              The pixel p2 is predicted from pixel l2.

The pixel d4 is predicted from pixel p2.              The pixel h4 is predicted from pixel d4.

The pixel l4 is predicted from pixel h4.              The pixel p4 is predicted from pixel l4.

The decoding order for the pixels in the Intra_Chroma_vertical prediction mode is the same as the encoding order by the reverse operation.

3. Experimental Results
We compared the proposed lossless coding method to JM73 lossless coding [1-2] without changing any syntax. The basic idea of JM73 lossless coding is to skip transform and quantization stage to circumvent possible lossy coding and apply the entropy coding mechanisms directly to the prediction error signal. For the experiments, we didn’t change any syntax. Tables 1-4 show the test conditions and experimental results. In the Tables, Compression Ratio and Relative Bits (%) are defined as follows :
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Relative Bit Saving (%) mean the bit saving of the proposed method in comparison to the JM73 lossless coding method. 

Experimental results show that the proposed method reduces bitrate approximately 12.6349 % when CABAC is used and approximately 13.5087 % when CAVLC is used.

Table 1. Test condition of Intra lossless coding. (Only I frame is used, P and B frame are not used)

	
	News

(QCIF)
	Container

(QCIF)
	Foreman

(QCIF)
	Silent

(QCIF)
	Paris

(CIF)
	Mobile

(CIF)
	Tempete

(CIF)

	Total frame
	300
(30Hz)
	300
(30Hz)
	300
(30Hz)
	300
(30Hz)
	300
(30Hz)
	300
(30Hz)
	260
(30Hz)

	Coding Options
	Rate Optimization, CABAC or CAVLC, error tool not used,

Intra4x4mode prediction in Luma , Intra8x8 mode prediction in Chroma are used.
(Intra16x16 prediction modes are disabled)


Table 2. Results of Intra lossless coding

	Image
	Original

Size(Bits)
	Method
	CABAC
	CAVLC

	
	
	
	Total

Bits
	Compr

ession

Ratio
	Relative

Bits (%)
	Total

Bits
	Compr

ession

Ratio
	Relative

Bits (%)

	News

(300 Frames)
	91238400
	JM73
	49062832
	1.8596
	100
	52730184
	1.7303
	100

	
	
	Sejong
	41581928
	2.1942
	84.7524
	44584128
	2.0464
	84.5514

	Container

(300 Frames)
	91238400
	JM73
	47836576
	1.9073
	100
	51976808
	1.7554
	100

	
	
	Sejong
	41989888
	2.1729
	87.7778
	45443536
	2.0077
	87.4304

	Foreman

(300 Frames)
	91238400
	JM73
	50418312
	1.8096
	100
	54997344
	1.6590
	100

	
	
	Sejong
	44770832
	2.0379
	88.7988
	48453128
	1.8830
	88.1009

	Silent

(300 Frames)
	91238400
	JM73
	54273064
	1.6811
	100
	59704832
	1.5282
	100

	
	
	Sejong
	47083432
	1.9378
	86.7529
	50708848
	1.7993
	84.9326

	Paris

(300 Frames)
	364953600
	JM73
	224766912
	1.6237
	100
	243763312
	1.4972
	100

	
	
	Sejong
	192908520
	1.8918
	85.8260
	207292712
	1.7606
	85.0385

	Mobile

(300 Frames)
	364953600
	JM73
	285423632
	1.2786
	100
	310319680
	1.1761
	100

	
	
	Sejong
	254943008
	1.4315
	89.3209
	273689024
	1.3335
	88.1958

	Tempete

(260 Frames)
	316293120
	JM73
	205817192
	1.5368
	100
	225291464
	1.4039
	100

	
	
	Sejong
	181791504
	1.7399
	88.3267
	196429712
	1.6102
	87.1891

	Average
	
	JM73
	
	1.6710
	100
	
	1.5357
	100

	
	
	Sejong
	
	1.9151
	87.3651
	
	1.7772
	86.4913


Table 3. Test condition of IPPP… lossless coding (Only first frame is Intra-coded) 

	
	News

(QCIF)
	Container

(QCIF)
	Foreman

(QCIF)
	Silent

(QCIF)
	Paris

(CIF)
	Mobile

(CIF)
	Tempete

(CIF)

	Total frame
	100
(10Hz)
	100
(10Hz)
	100
(10Hz)
	150
(15Hz)
	150
(15Hz)
	300
(30Hz)
	260
(30Hz)

	Coding Options
	Rate Optimization, CABAC or CAVLC, error tool not used, ±32 search range, Number of reference frames are 5. All MB modes are on except Intra16x16 prediction modes. (Intra16x16 prediction modes are disabled)


Table 4. Results of IPP.... Lossless coding

	Image
	Original

Size(Bits)
	Method
	CABAC
	CAVLC

	
	
	
	Total 

Bits
	Compr

ession

Ratio
	Relative

Bits (%)
	Total 

Bits
	Compr

ession

Ratio
	Relative

Bits (%)

	News

(100 Frames)
	30412800
	JM73
	6474616
	4.6972
	100
	7213696
	4.2160
	100

	
	
	Sejong 
	6378904
	4.7677
	98.5217
	7107024
	4.2793
	98.5213

	Container

(100 Frames)
	30412800
	JM73
	8349720
	3.6424
	100
	9752880
	3.1183
	100

	
	
	Sejong 
	8320368
	3.6552
	99.6485
	9712456
	3.1313
	99.5855

	Foreman

(100 Frames)
	30412800
	JM73
	11995600
	2.5353
	100
	13411384
	2.2677
	100

	
	
	Sejong 
	11755696
	2.5871
	98.0001
	13139976
	2.3145
	97.9763

	Silent

(150 Frames)
	45619200
	JM73
	11963424
	3.8132
	100
	13553208
	3.3659
	100

	
	
	Sejong 
	11795784
	3.8674
	98.5987
	13359272
	3.4148
	98.5691

	Paris

(150 Frames)
	182476800
	JM73
	61209672
	2.9812
	100
	70555232
	2.5863
	100

	
	
	Sejong 
	60817088
	3.0004
	99.3586
	70049536
	2.6050
	99.2833

	Mobile

(300 Frames)
	364953600
	JM73
	164983536
	2.2121
	100
	181354448
	2.0124
	100

	
	
	Sejong 
	164813080
	2.2143
	99.8967
	181118432
	2.0150
	99.8699

	Tempete

(260 Frames)
	316293120
	JM73
	136517976
	2.3169
	100
	151425776
	2.0888
	100

	
	
	Sejong 
	135412424
	2.3358
	99.1902
	150119440
	2.1069
	99.1373

	Average
	
	JM73
	
	3.1712
	100
	
	2.8079
	100

	
	
	Sejong 
	
	3.2040
	99.0306
	
	2.8381
	98.9918


We applied the proposed algorithm to the RGB 4:4:4 data to see how it works for this kind of images. These results are cross-verified in [3]. For this test we compared the several methods
1) direct RGB

2) in-loop YCoCg-R color transform as proposed in [4]

3) (2) + (3)

As simulation results shows, option (4) performs best that combines the proposed method and the in-loop color transform.
Table 5. Results of IPP.... Lossless coding on RGB 4:4:4
	
	15 frames, IPP (file size)
	

	　
	bicycle
	card toss   
	tomatoes

	Sejong+RT (L014)
	436099744
	590469704
	464112320

	RT
	444597232
	619744840
	507721600

	Direct YCoCgR
	465630600
	632895544
	511028272

	Direct RGB
	475055480
	620682776
	550056272

	
	
	
	


Table 5. Results of IPP.... Lossless coding on RGB 4:4:4
	
	15 frames, IPP (compression ratio)

	
	bicycle
	card toss   
	tomatoes

	Sejong+RT (L014)
	1.7751535
	1.5920072
	2.0254407

	RT
	1.7412254
	1.5168049
	1.8514714

	direct YCoCgR
	1.6625711
	1.4852878
	1.8394912

	Direct RGB
	1.6295865
	1.5145128
	1.7089742


4. Conclusion

In this document, we propose a lossless coding for intra frame by changing the semantics of the existing 4x4 intra prediction method in Luma signal and the semantics of existing intra prediction methods in Chroma signals. The combined method with [4] performs constructively without causing any negative effect. So we propose to adopt this lossless coding method and the in-loop YCoCg-R color transform to Profession Extension Profile.
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5. Appendix

The cross-verification results using YUV4:2:0 format from Sharp Lab. (Sun, Shijun) are shown in Appendix.

Table A.1 Verification of intra lossless coding by Sharp Labs

	Image
	Method
	CABAC
	CAVLC

	
	
	Total Bits by Sejong Univ.
	Total Bits by Sharp Labs
	Total Bits by Sejong Univ.
	Total Bits by Sharp Labs

	News

(300 Frames)
	JM73
	49062832
	49062832
	52730184
	52730184

	
	Sejong
	41581928
	41581928
	44584128
	44584128

	Container

(300 Frames)
	JM73
	47836576
	47836576
	51976808
	51976808

	
	Sejong
	41989888
	41989888
	45443536
	45443536

	Foreman*

(300 Frames)
	JM73
	50418312
	51290768
	54997344
	55630840

	
	Sejong
	44770832
	44761680
	48453128
	47956992

	Silent

(300 Frames)
	JM73
	54273064
	54273064
	59704832
	59704832

	
	Sejong
	47083432
	47083432
	50708848
	50708848

	Paris

(300 Frames)
	JM73
	224766912
	224766912
	243763312
	243763312

	
	Sejong
	192908520
	192908520
	207292712
	207292712

	Mobile

(300 Frames)
	JM73
	285423632
	285423632
	310319680
	310319680

	
	Sejong
	254943008
	254943008
	273689024
	273689024

	Tempete

(260 Frames)
	JM73
	205817192
	205817192
	225291464
	225291464

	
	Sejong
	181791504
	181791504
	196429712
	196429712


* The raw data files seem different between the tests.

Table A.2 Verification of IPP.... lossless coding by Sharp Labs

	Image
	Method
	CABAC
	CAVLC

	
	
	Total Bits by Sejong Univ.
	Total Bits by Sharp Labs
	Total Bits by Sejong Univ.
	Total Bits by Sharp Labs

	News

(100 Frames)
	JM73
	6474616
	6474616
	7213696
	7213696

	
	Sejong
	6378904
	6378904
	7107024
	7107024

	Container

(100 Frames)
	JM73
	8349720
	8349720
	9752880
	9752880

	
	Sejong
	8320368
	8320368
	9712456
	9712456

	Foreman*

(100 Frames)
	JM73
	11995600
	11288376
	13411384
	12620304

	
	Sejong
	11755696
	10959512
	13139976
	12241512

	Silent

(150 Frames)
	JM73
	11963424
	11963424
	13553208
	13553208

	
	Sejong
	11795784
	11795784
	13359272
	13359280

	Paris

(150 Frames)
	JM73
	61209672
	61209672
	70555232
	70555232

	
	Sejong
	60817088
	60817088
	70049536
	70049536

	Mobile

(300 Frames)
	JM73
	164983536
	164983536
	181354448
	181354448

	
	Sejong
	164813080
	164813080
	181118432
	181118432

	Tempete

(260 Frames)
	JM73
	136517976
	136517976
	151425776
	151425776

	
	Sejong
	135412424
	135412424
	150119440
	150119440


* The raw data files seem different between the tests.
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