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Introduction

The proposal introduces an optional quality-scalable coding method that can provide a solution to FRExt for backward compatibility with other profiles and specifications (e.g., main profile). So, a fully encoded bitstream can be used for professional video applications, while a subset of it can be decoded by simpler or legacy devices, which do not need to decode the enhancement layer bitstream. 
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Figure 1: Flow chart for the quality-scalable video encoding process.

As an example, Figure 1 illustrates the encoding flow of a two-layer quality-scalable coding system. An N-bit (with N ( 8) input video frame is first converted to 8-bit data through possible color conversion, chroma down sampling, and downscaling from N bits to 8 bits. The 8-bit data can be then encoded using a typical lossy encoder to generate the base-layer bitstream. The reconstructed 8-bit output is (a) up-scaled to N-bit, go through possible (b) chroma upsampling and (c) color conversion, and then is used as an optional prediction for the same (or temporally coincident) picture (frame/field) in the upper layer. The upper-layer encoder is the FRExt encoder with a special prediction mode where the base-layer output is used for prediction. The decoding is simply a reversed process, as illustrated in Figure 2. A base-layer decoder decode the base-layer bitstream and the output pictures is (a) up-scaled to N-bit, go through possible (b) chroma upsampling and (c) color conversion, and then is used as optional prediction for the same (or temporally coincident) picture in the upper layer. The upper-layer FRExt decoder decodes the upper layer bitstream. The base-layer output is used as prediction when the special prediction mode is activated in the upper-layer bitstream. As results, a regular 8-bit decoder (such as MPEG-2, MPEG-4 Part 2, H.264 Main, or maybe Windows Media, etc., depending on the bitstream configuration) can be used to browse through the base-layer stream, which can be helpful for many professional applications.
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Figure 2: Flow chart for the two-layer N-bit video decoding process.

Proposal

The proposed change to the syntax is very simple. An “external_mb_intra_dc_pred_flag” is added to the SPS to signal the scalable coding option. When the flag is on (1), MB-based Intra DC predictions, i.e., intra16x16 DC mode (for luma) and intra chroma DC mode (chroma), will get prediction values from the collocated pixels in lower layer (temporally coincident) output picture instead of the neighboring pixels in the same picture. When the flag is off (0), the decoder should work as a single-layer decoder; no change is needed. The flag enables or disables the special prediction modes without any other syntax change. The semantics of the 

The lower layer information (such as resolution, color space, color format, bit depths, upsampling procedure, spec index, and other user data) can be summarized in a Supplemental Enhancement Information (SEI) payload as part of the upper layer bitstreams. Upsampling procedures should cover upsampling operations in both horizontal and vertical directions, and include simple replication, bilinear interpolation, and other user-defined filters (such as the 4-tap filters discussed in JVT-I019). The spec index could tell us which decoder shall be used to decode the base layer, MPEG-2, or H.264 main, etc.

	lower_layer_video_info ( payloadSize ) {
	C
	Descriptor

	    spec_profile_idc
	5
	u(8)

	
pic_width_in_mbs_minus1
	5
	ue(v)

	
pic_height_in_mbs_minus1
	5
	ue(v)

	
chroma_format_idc
	5
	ue(v)

	    video_full_range_flag
	5
	u(1)

	    colour_primaries
	5
	u(8)

	    matrix_coefficients
	5
	u(8)

	    bit_depth_luma_minus8
	5
	ue(v)

	    bit_depth_chroma_minus8
	5
	ue(v)

	    luma_up_sampling_method
	5
	u(4)

	    chroma_up_sampling_method
	5
	u(4)

	    upsample_rect_left_offset
	5
	se(v)

	    upsample_rect_right_offset
	5
	se(v)

	    upsample_rect_top_offset
	5
	se(v)

	    upsample_rect_bottom_offset
	5
	se(v)

	}
	
	


upsample_rect_left_offset, upsample_rect_right_offset, upsample_rect_top_offset, and upsample_rect_bottom_offset, in units of one sample spacing relative to the luma sampling grid of the current (i.e., upper) layer bitstream, specify the relative position of the upsampled picture with respect to the picture in the current (i.e., upper) layer. In a typical case, when the resolutions are the same, all offset values should be 0. 

spec_profile_idc, luma_up_sampling_method, and chroma_up_sampling_method are defined in the following tables. 

Definitions for all other symbols (pic_width_in_mbs_minus1, pic_height_in_mbs_minus1, chroma_format_idc, video_full_range_flag, colour_primaries, matrix_coefficients, bit_depth_luma_minus8, bit_depth_chroma_minus8) are similar to those defined in SPS and VUI sections. The only difference is that they are defined for the lower layer video in this SEI payload.

Table 1: Spec-Profile Index 

	Value
	Spec-Profile Index

	0
	H.264 main profile

	1
	MPEG-2 main profile

	2
	H.264 baseline profile

	3
	H.264 FRExt 4:2:0/10-bit

	4
	H.264 FRExt 4:2:2/8-bit

	5
	H.264 FRExt 4:2:2/10-bit

	6
	H.264 FRExt 4:4:4/12-bit

	7
	MPEG-4 simple profile

	8
	MPEG-4 advanced simple profile

	9 … 255
	reserved for future or other spec/profile (e.g., VC9, AVS, etc.)


Table 2: Luma/Chroma Up Sampling Method

	Value
	Up Sampling Method

	0
	None

	1
	simple replication or closest neighbour

	2
	bilinear interpolation 

(in spatial resolution of one-sixteenth luma sampling grid)

	3 … 15
	reserved for other method (e.g. JVT-I019, edge-adaptive filters, etc.)


Experiments

Experiments were conducted for two scalable settings: (A) with the base layer as 8-bit 4:4:4 RGB and the upper layer as 10-bit 4:4:4 RGB, (B) with the base layer as 8-bit 4:2:0 YCbCr (JM8.1a Main profile) and the upper layer as 10-bit 4:4:4 RGB. The QP value of the upper layer is less than the QP of the base layer by six: 12, 18, 24, or 30 for upper layer, while 18, 24, 30, or 36 for lower layer. Results based on 8 HD sequences show that the two layer coding method is very close to and sometimes a little better than the single-layer coding at the high quality range. 

Discussion

The method is independent from all popular scalable coding options, such as spatial scalability, temporal scalability, and conventional quality scalability (also known as SNR scalability). Therefore, the proposed method could theoretically be combined with any other existing scalable coding option(s). The quality-scalable method is not limited to only two layers. Based on the principle, a system theoretically can embed as many levels as it needs to handle different color formats and/or data bit depths. 

It is requested that the JVT adopt the proposed quality-scalable coding option to FRExt.
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Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:

JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA

Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Sharp Labs of America
	

	Mailing address
	5750 NW Pacific Rim Blvd

Camas, WA 98607
	

	Country
	USA
	

	Contact person
	Dr. Shijun Sun
	

	Telephone
	360-817-7531
	

	Fax
	360-817-8436
	

	Email
	ssun@sharplabs.com
	

	Place and date of submission
	
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT
	

	Title
	
	

	Contribution number
	
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)
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	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.

	
	

	x
	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	Provisional application
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	x
	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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