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1. Introduction

Professional Extension Profiles (Fidelity Range Profiles) of AVC is aimed at coding of high-resolution pictures, including HD pictures. As such, high visual fidelity is appreciated greatly in HD picture presentation. When an AVC Professional Extension Profiles is used, it is naturally desirable is to allow the superior coding efficiency of AVC to directly benefit visual quality to the greatest extent. With the aim to improve HD subjective quality, we propose here a quantization weighting scheme that enables non-uniform quantization weightings to block transform coefficients. We consider non-uniform quantization tools to be critical for the following reasons:

1. Improving visual fidelity of decoded pictures

2. Non-uniform quantization makes it possible for quantization adjustment to be done in proportion to human vision sensitivity, which improves coding efficiency in picture fidelity.

3. Providing flexible choices in controlling end picture quality, strongly required by high quality content creation industry.

The quantization weighting scheme proposed here includes the following major features:

1. Specification of the quantization weighting scheme using completely integer based, division free, requiring only 16-bit memory operation at decoder, which introduces no complexity increase compared to uniform quantization scheme. 

2. The non-uniform quantization scheme proposed is based on 8x8 transform on luma since we consider this is the transform that preserves better picture textures, one of the most important content elements that affect the subjective impression of high quality pictures.

3. The non-uniform quantization weightings are applied to residuals in both intra-prediction and inter-prediction

Our simulation and viewing in various HD display devices show subjective quality improvement in all video sequences and significant improvement in many of the test videos including some of the JVT sequences and film content we obtained from movie studios.

2. Scope of the proposal on 8x8 transform and quantization weighting matrix

We would like to propose inclusion of 8x8 transform on the basis that many of previous JVT contributions presented to JVT has shown good coding efficiency. More importantly, it has been shown that subjective quality from the use of 8x8 transform provides better preservation of picture textures. Since we have a well-established 8x8 transform [1] that many of previous contributions and previous AVC Committee Draft were based upon, we chose to use that transform in our proposal. However, we don’t expect major difference in results, should other choices of 8x8 integer transform matrices be used.

2.1. 8x8 Luma intra-prediction

A new macroblock mode mb_type I_8x8 is proposed here for luma 8x8 intra-prediction, in addition to existing mode Intra 16x16, Intra 4x4. There are nine intra 8x8 prediction modes. They are specified in [3]. Low-pass filtering is applied to reference pels in order to improve prediction effectiveness. The filtering is also specified in the ABT 8x8 intra-prediction part of [3]. 

2.2 Chroma intra-prediction

Depending on the chroma sampling format, different quantization weighting should be used. For 4:2:0 and 4:2:2 formats, 4x4 quantization weightings are used, where the quantization scheme is defined below. For 4:4:4 format, the chroma samples are applied with the same transform and quantization scheme.


2.2. 8x8 Inter-prediction

8x8 transform is used for all P and B macroblock types of 16x16, 16x8 and 8x16. Additionally, 8x8 transform is used for any 8x8 sub macroblock with sub_mb_type equal to P_L0_8x8 for P slices, or B_Direct_8x8, B_L0_8x8, B_L1_8x8, or B_Bi_8x8 for B slices.

2.3 Syntax elements for quantization weighting matrix

The additional syntax elements for quantization weighting matrix includes the definition of user-defined weighting matrices at the beginning of the bit stream. Referencing of quantization weighting matrices by matrix IDs in Picture Parameter Set. 

3. Quantization weighting matrix

The quantization weighting matrix is applied to the quantization step right before the inverse transform in the decoder. The weighting at each of the coefficient index can be different for providing non-uniform quantization. The weightings are additional to QP defined in the syntax, so that the quantization applied is actually combination of the quantization weights and QP (Figure 1). The weighting matrix can decrease and increase quantization amount relative to QP. 

In AVC specification, de-quantization is performed by a multiplication of de-quantization scaling and then a shift, where the de-quantization scaling is computed by QP mod 6. There is one integer multiplication per de-quantization operation. When quantization weighting matrix is used, the quantization is similarly defined. 

In a quantization weighting matrix, in order to maintain the range of weights to go from greater than 1 to weights less than one. The values of the quantization weighting matrix are actually the rounded integer value of the actual weighting value times 16. For example, a quantization weight values 1.2 corresponds to a quantization weighting matrix value of 19. An example of the quantization weighting matrix is shown below.
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3.1 Quantization weighting for 8x8 luma 

For 8x8 luma, dij denotes the quantized transform coefficients. W(i,j) denotes the quantization weighting matrix. Then we have the following de-quantization operations.
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where 

M(QP%6, i, j) = W(i, j) * LevelScale (QP%6, i, j) 
(3)

In 8x8 case, we use the definition as defined in [1]
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In the above equation, n denote the index mapped from i, j to as defined in [1]. dij denotes the values from inverse transform, where the inverse transform is defined in [1]. 

3.2 Quantization weighting for 4x4 block transform

For 4:2:0 and 4:2:2 chroma format, chroma is transformed into 4x4 DCT domain. A 4x4 quantization-weighting matrix is applied to AC coefficients only. For each of the 8x8 chroma block, 2x2 DC block is formed and transform is further applied where the coefficients are uniformly quantized. This is the same as the current specifications.

The derivation process of chroma QP in [2] remains the same here. However, de-quantization for the 2x2 chroma DC is defined as follows,
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where


M(QP%6, 0, 0) = W(0, 0) * LevelScale (QPc%6, 0, 0)
(7)

The weighting matrix is only applied to the AC part of the quantized coefficients. The de-quantization is defined similarly as Equation (1) and (2), except that the LevelScale function is defined as in 8.5.8 of [2], which is 
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(9)
The rest of decoding process is identical to the specification in [2]. In the 4:4:4 chroma sampling case, each of the 8x8 chroma block is transformed and quantized the same way as luma.

In field coding mode, both field macroblock in the macroblock pair uses the same set of quantization matrices. In the case of B_Direct_8x8 mode in field coding mode, when motion search block mode is smaller than 8x8 block, we would also like to propose to allow the use of 4x4 quantization weighting for the residuals of 4x4 transform blocks. 

In applying quantization weighting scheme, it must be noted that special care must be taken in designing quantization weighting matrix in combination with QP. It should be assured that the quantization weighting does not expand the bit size of any coefficients. It is most desired that the certain balance among matrix coefficients be maintained, although it is encoder’s responsibility.

3.3 Derivation of dequantization scaling table based on quantization weighting matrix

When a user-defined quantization weighting matrix is sent to a decoder, the decoder needs to build dequantization scaling tables based on the quantization weightings and QP%6. Each QP%6 corresponds to one scaling table. The table can be computed by multiplying each entry of the uniform dequantization and scaling table in the current AVC specification with quantization weighting matrix. An example of this is in the following derivation of the dequantization table based on the transform proposed in [1]. If we have a quantization matrix  with the values below followed by additional 4 shift to left. 

	
	 8
	14
	20
	24
	50
	50
	50
	50
	

	
	14
	15
	23
	26
	50
	50
	50
	50
	

	
	19
	22
	27
	31
	50
	50
	50
	50
	

	
	23
	23
	28
	30
	50
	50
	50
	50
	

	  
	24
	28
	32
	50
	50
	50
	50
	50
	

	
	34
	35
	50
	50
	50
	50
	50
	50
	

	
	40
	50
	50
	50
	50
	50
	50
	50
	

	
	50
	50
	50
	50
	50
	50
	50
	50
	


The dequantization coefficient table M(QP%6, i, j), when Q%6=0, will be  

	
	2560
	4256
	8000
	7296
	16000
	15200
	20000
	15200 
	

	
	4256
	4320
	8832
	7488
	15200
	14400
	19200
	14400 
	

	
	7600
	8448
	13824
	11904
	20000
	19200
	25600
	19200 
	

	
	6992
	6624
	10752
	8640
	15200
	14400
	19200
	14400 
	

	
	7680
	8512
	12800
	15200
	16000
	15200
	20000
	15200 
	

	
	10336
	10080
	19200
	14400
	15200
	14400
	19200
	14400 
	

	
	16000
	19200
	25600
	19200
	20000
	19200
	25600
	19200
	

	
	2560
	4256
	8000
	7296
	16000
	15200
	20000
	15200 
	


3.3 Complexity

There is no additional complexity for introducing one quantization matrix comparing to the current uniform quantization, once the quantization scaling table M( QP%6, 0, 0) is generated based on quantization weighting matrix and QP/6. There are 64 integer multiplications per 8x8 quantization and 16 integer multiplication per 4x4 quantization matrix to generate the scaling table, M( QP%6, 0, 0). There are a maximum of total storage of 768byte (64*2*6) per 8x8 quantization matrix and 192byte per 4x4 quantization matrix.

4. Bitstream syntax for quantization weighting matrix 

Encoder should be able to choose whether quantization weighting is to be used. To allow that, it is necessary to set use_weighting_matrix flag in Sequence Parameter Set that quantization weighting matrix is used. 

Like in MPEG-2, quantization weighting matrices can be defined by users in addition to default set of matrices. User-supplied quantization weighting matrices can be loaded into decoder with a pic_parameter_set. The loaded quantization weighting matrices can be referenced by other pic_parameter_set at later time. The loaded matrices shall be used to generate de-quantization tables that will be kept in decoders. The loaded matrices are numbered by IDs. Weighting matrices can be kept in memory within the current picture (available for slices in current frame) or be kept for long term. Those that will be kept in memory only within the current picture are local weighting matrices. They can be differentiated from the long-term matrices by weighting matrix ID=0-1. Weighting matrices of sizes 4x4 and 8x8 can have the same IDs. 

A set of default quantization weighting matrices can be made available for cases that there are no user-defined weighting matrices. The set of the default quantization weighting matrices is known to decoders. All the quantization scaling tables are pre-defined for the set of default weighting matrices, therefore no pre-computing is required. The set of default quantization weighting matrices include two for luma (intra-prediction and inter-prediction) and two for chroma (4x4).

The weighting matrices can be referenced later with identification numbers. We propose that the there is a maximum of one quantization matrix for luma per inter and per intra prediction mode for each Picture Parameter Set. Similarly, there is a maximum of one 4x4 quantization matrix per inter and per intra prediction mode.

4.1 Syntax

The following tables are proposed pic_parameter_set_rbsp with inserted entries for defining quantization matrices for 8x8 or 4x4 inter-prediction, intra-prediction macroblocks.

	pic_parameter_set_rbsp () {
	C
	Descriptor

	
…
	
	

	new_quantization_matrices_defined
	0
	u(1)

	if (new_quantization_matrices_defined)
	
	

	
def_quant_weighting_matrix ( )
	
	

	
…
	
	

	
intra_quant_mat8_update
	0
	u(1)

	
if (intra_quant_mat8_update)
	
	

	

quant_mat8_id
	0
	ue(v)

	
inter_quant_mat8_update
	0
	u(1)

	
if (inter_quant_mat8_update)
	
	

	

quant_mat8_id
	0
	ue(v)

	
intra_quant_mat4_update
	0
	u(1)

	
if (intra_quant_mat4_update)
	
	

	

quant_mat4_id
	0
	ue(v)

	
inter_quant_mat4_update
	0
	u(1)

	
If (inter_quant_mat4_update)
	
	

	

quant_mat4_id
	0
	ue(v)

	
…
	
	

	}
	
	


	def_quant_weighting_matrix ( ) {
	C
	Descriptor

	load_ quant_mat8 
	0
	u(1)

	if (load_ quant_mat8) {
	
	

	
num_quant_mat8
	0
	ue(v)

	
for (k=0; k<num_quant_mat8; k++) {
	
	

	
quant_mat8_id
	0
	ue(v)

	       

for (i = 0 ; i < 8 ; ++i ) 
	
	

	           

for ( j = 0 ; j < 8 ; ++j )
	
	

	              

quant_mat8[i][j]
	0
	ue(v)

	
}
	
	

	}
	
	

	load_quant_mat4
	0
	u(1)

	if (load_ quant_mat4) {
	
	

	
num_quant_mat4
	0
	ue(v)

	
for (k=0; k<num_quant_mat4; k++) {
	
	

	
quant_mat4_id
	0
	ue(v)

	       

for (i = 0 ; i < 4 ; ++i ) 
	
	

	           

for ( j = 0 ; j < 4 ; ++j )
	
	

	              

quant_mat4[i][j]
	0
	ue(v)

	
}
	
	

	}
	
	

	}
	
	


4.2 Semantics

new_quantization_matrices_defined: Indicator for new quantization weighting matrix to be loaded.

intra_quant_mat8_update, inter_quant_mat8_update, intra_quant_mat4_update, inter_quant_mat4_update: Indicator for new quantization weighting matrix for each of 8x8 intra prediction, 8x8 inter prediction, 4x4 intra prediction and 4x4 inter prediction macroblocks.

load_ quant_mat8, load_ quant_mat4: Indicator for new 8x8, 4x4 transform quantization matrices respectively.

num_quant_mat8, num_quant_mat4: Number of new quantization matrices for 8x8, 4x4 transforms respectively.

quant_mat8_id, quant_mat4_id: 8x8 and 4x4 quantization matrix IDs. 

quant_mat8[i][j], quant_mat4[i][j]: values for quantization weighting matrix entries.
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