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1.
Status and Overview

The current draft of the JVT professional extensions amendment is JVT-H037r2, and the list of open issues from the Geneva meeting is JVT-H038r0.  The draft has PDAM status in the ISO/IEC JTC1/SC29/WG11 (MPEG) parent body, and rapportuer's draft in the ITU-T SG16 Q.6 (VCEG) parent body.

A meeting of the JVT Professional Extensions Ad Hoc Group was held in Trondheim, Norway during 22-24 July, 2003, in conjunction with a meeting of the ISO/IEC JTC1/SC29/WG11 (MPEG) parent body.  Activities and conclusions of that meeting are reported herein.  Documents of that meeting were also registered as documents of this (San Diego) JVT meeting.  Section 2 of this report provides a description of the activities of Trondheim meeting.

Discussions of the ad hoc activity were also held on the jvt-experts@mail.imtc.org main JVT email reflector.

Two particularly critical issues to work out in order to complete the professional extensions amendment activity are issues surrounding software and profiling:

· We have an urgent need for reference software to test the design and to test proposed variations on the design.  Progress was made on this issue at the meeting in Trondheim, where volunteers were identified for all parts of the intended amendment.  For 4:4:4 & extended bit depth, the volunteers include Dolby, Thomson, FastVDO, and Samsung (with a remark on color space from Samsung).  For 4:2:2 and interlace, the volunteers include Sony and Tandberg.  In Trondheim it was agreed that work on extended bit sample depth should proceed first, and we believe this is now done.

· The number of potential profiles and levels that could be created from the professional extensions could become quite large if we try to serve the interests of all applications and configurations discussed in prior meetings (e.g., in Geneva).

We also note that our ISO/IEC JTC1/SC29/WG11 (MPEG) parent body held discussions in Trondheim regarding the requirements of the Professional Extensions amendment.  The MPEG Requirements Subgroup commented that is confirmed that the Professional Extensions of AVC should support RGB and XYZ color spaces.  If sufficient fidelity is maintained, MPEG considers it adequate in principle that this requirement be satisfied by use of color-space transformation prior to encoding. The JVT was kindly requested to assure that any adopted method of fulfilling this requirement adequately preserves fidelity.

The coding of RGB has been the subject of some study in the JVT already, and further study of this topic is planned.  Clarification of our understanding of the intended use of XYZ color space for video coding appears necessary for progress in that area.

In Trondheim, our AHG made the following recommendations for its JVT parent body:

· The AHG recommends adopting approach #3 of JVT-I011 with approach #1 as a second choice pending possible testing.

· The AHG recommends investigation to determine a different default step size relationship for luma and chroma step size for 4:4:4 and 4:2:2 than 4:2:0

· The AHG agrees that the current design is not an optimally-efficient way to code RGB in native form.  Representation of RGB should use some other technique than just feeding the RGB samples to the current design without altering either the path coming into the codec or the internal processing performed once the data is inside the codec.  We haven't yet really studied XYZ.

· The AHG expects further study of RGB handling (comparison of JVT-I012 with YCoCg, etc.).

· The AHG recommends further investigation of the number of filter taps for use in motion compensation for 4:2:2 and 4:4:4 video.

· The AHG recommends that offsets for weighted prediction should be scaled up with increasing bit depth

· The AHG recommends adoption of the JVT-I013 proposal (with some editorial improvement) for defining an SEI message for representation of film grain characteristics.

· The AHG recommends adoption of the JVT-H031r1 YCoCg color space definition and the JVT-I014r1 YCoCg-R color space definition. Additional test results regarding these color spaces were requested.

· The AHG agrees that independent setting of QP for each color component and separate bit depth for each color channel should be supported in the specification.

· The AHG considers the 8x8 DC prediction design proposed in JVT-I016 to probably be better than what was in the Geneva draft output JVT-H037r1.  (It is noted that this changed in JVT-H037r2 to reverse an accidental technical change relative to JVT-H037r0.)

2.
Details of activities of the Trondheim meeting

2.1
Opening Discussion & Overview

Attendance recorded (about 21 people present at opening, see additional attendance information below)

Opening remarks & status review:


JVT-H037r1 is the current draft state [Note: Additional version(s) added later];


JVT-H038 is the open issues list

Review/remarks reminding on IPR policy

Remarks on reference software – this is a critical issue governing the ability to make progress, run experiments, check the design, etc.


Volunteers: 4:4:4 & extended bit depth – Dolby, Thomson, FastVDO,


Samsung [with remark on color space]


Volunteers: 4:2:2 & interlace – Sony & Tandberg volunteering


Sample bit depth should go first [Dolby volunteering to do that]
7 Input contributions (JVT-I011 through JVT-I017).

For encoder, we've been told it's OK to proceed from JM 7.2.

Decoder deblocking work is needed for base spec, but no one is actively working on that so bit depth extension should perhaps proceed ahead first.  Ask for keeping Siwei and Karsten in the loop for this work.  Try to move ahead starting from JM 7.2.
Note: MPEG plan to go to PDAM with JVT-H037 at the current (Trondheim) meeting.

Post-meeting note: MPEG did that as planned.

Significant topics to work out:

· Reference software

· Conformance workplan

· Verif. testing plan

· Profiles & Levels – need to start analyzing what is needed here

· CABAC

· Method of support of non-YCbCr color spaces

· Film grain study

· Alpha support

Verif testing not expected within time of end of standardization drafting of amendment.

What was done on MPEG-4 studio profile verif tests?

· Showed 10-bit better than 8-bit (also supports 12)

· Showed 4:4:4 better than 4:2:0 (also supports 4:2:2)

· Showed high bit rate support

· Showed multi-generation with shift (Note: MPEG-4 Studio has improved IDCT and a lossless DPCM macroblock mode)

· Chroma-key

· Contrast change

Possible verification test benefit illustrations:

· Usefulness of bit-wise identical decoder output (ensuring same result from classification/checksum/etc.)

· Coding efficiency

Should not necessarily assume all applications of these extensions are high-bit rate applications (esp. when considering bit rate relative to resolution).

2.2
Attendance

The following persons registered for and/or attended the JVT AHG meeting in Trondheim, as recorded below.

 1. Ulrich Benzler (Bosch) [pre-registered]

 2. Gisle Bjøntegaard (Tandberg) [pre-registered & present]

 3. Charles Fenimore (NIST) [pre-registered & present]

 4. Walter Gish (Dolby) [pre-registered & present]

 5. Cristina Gomila (Thomson) [pre-registered & present]

 6. Doug Grearson (Sand Video) [pre-registered & present]

 7. Yun He (Tsinghua) [pre-registered & present]

 8. Walt Husak (Dolby) [pre-registered & present]

 9. Byeungwoo Jeon (SKKU) [pre-registered & present]

10. Yoshihiro Kikuchi (Toshiba) [pre-registered]

11. Chul-Woo Kim (McubeWorks) [pre-registered & present]

12. Hyun Mun Kim (Samsung AIT) [pre-registered & present]

13. Woo-Shik Kim (Samsung AIT) [pre-registered & present]

14. Hideaki Kimata (NTT) [pre-registered]

15. Yung-Lyul Lee (Sejong U.) [present]

16. Chong-Soon Lim (PSL) [pre-registered & present]

17. Tom McMahon (Dolby) [pre-registered & present]

18. Tobias Oelbaum (TUM) [present]

19. Gary Sullivan (Microsoft) [pre-registered & present]

20. Teruhiko Suzuki (Sony) [pre-registered & present]

21. T.K. Tan (NTT DoCoMo) [pre-registered & present]

22. Yi-Shin Tung (NTU) [present]

23. Feng Chi Wang (Conexant) [pre-registered & present]

24. Bob Turney (Xilinx Research Labs) [pre-registered]

25. Jianfeng Xu (Tsinghua) [pre-registered & present]

26. Wenwu Zhao (SVA) [present]

Documents of meeting:

JVT-I011 [Winger] On the Range of Values for Transform Coefficients

JVT-I012-L [Kim] Proposal for Unsolved Issues in Professional Extensions

JVT-I013 [Gomila] SEI for Film Grain Encoding: Syntax and Results

JVT-I014 [Malvar+] YCoCg-R: A Color Space with Reversibility and Low D.R.

JVT-I015 [Topiwala+] Coding of 4:4:4 Video in Professional Extension

JVT-I016-L [Suzuiki] Extension of Intra coding for 4:2:2

JVT-I017-L [Sullivan] Approx Theoretical Analysis of Color Conversion Error

2.3
Notes on Contributions

JVT-I011 [Winger] On the Range of Values for Transform Coefficients

(Presented by G. J. Sullivan in absence of L. Winger)

Range of values issue with CAVLC.  Related to a recent bug report on the current spec.  Discrepancy between definition of limit values and what we actually did.  In one place we only imposed the limit after a right shift, not before the shift as we thought.    Therefore a confusion as to the resulting range of values where the note should perhaps be cautioning decoders not encoders.  CAVLC will only allow a coefficient of 12 bits.  Possible that an encoder could be bigger than what can currently be expressed in CAVLC.  If too big, should an encoder increase it’s step size to reduce values? Or clip? (No!)

CABAC does not have this limit on what we can express.  So there is a difference in dynamic range in what could be expressed – so a transcoder may not be able to perform properly without a complete encode/decode.

All of the above is aggravated when you increase bit depth. 

Several variations on the solution.  (Three or so choices.)

Proposal method 1 – adding a second escape code does not affect the behaviour or performance of any of the current bitstreams.

CABAC – CAVLC interoperability.  Transcoding case.

Remark: Translating from one entropy coder to another you may exceed bits/ macroblock allowance.  How to handle that case?  Might need to fully decode.

Shift burden to the encoder?   Understood that the encoder was constrained not to use the 16x16 but not true.  Is this a bug and should it be a potential Corregenda item?  If yes, then it could bring it down to 12 bits plus N-8.  But we still in fact need to support 12 bits plus N-8, which is more than we support now.

3rd approach – switch to Exp-Golumb.  This is probably better.

2nd approach – send more than 12 bits whenever level_prefix is equal to 15.

1st approach – second escape code.  Known not to affect anything that is in the current range of values.

Trondheim AHG Recommends Approach #3 with #1 as second choice pending possible testing.
AHG Recommendaton that we NOT pick approach #2 in proposal because it could change coding efficiency of current material with current bit depth and chroma format in a negative way (although experiments would be needed to determine whether the loss is signficant).
Remark on ability for translation between CAVLC and CABAC: Translating from one entropy-coding mode to another may cause some macroblocks to be required to be coded in I_PCM mode.  This means that entropy-coding translation alone may not be sufficient without full decoding for some picture regions.

Post-meeting note from Lowell Winger: There is a need to consider the potential interaction of any chosen scheme with start code emulation.

JVT-I012-L [Kim] Proposal for Unsolved Issues in Professional Extensions

First subject: RGB coding using G as predictor for R and B.

Confirm efficiency of DPCM coding

Provide solutions to unsolved issues in PExt.

Justify RGB coding to avoid color distortion.  (Avoid color distortion from RGB(YUV(RGB)

Previous proposal  (Geneva) JVT-G018: G component predictor for R, B

Achieved greater coding efficiency: up to 40% (~2 db) improvement.

Eliminates color distortion and contouring effects

New contribution  - Using 601 color space and multi-generation passes of color space conversion, new presentation reports that YUV "rots" faster than YCoCg (with rounding - no extra bits) but both rot pretty badly after 4 successive passes of RGB ( Alt-Space ( RGB.  These results later determined not valid (see below).

Took RGB 4:4:4 10 bit film scans and truncated to 8 bits and then did RGB ( YCbCr ( RGB conversions again.    Similar decay demonstrated.

Lossless coding – RGB coding using DPCM.  No transform involved.  No color space conversion involved.  Just use DPCM.  Possible areas for improvement = entropy coding.  Additional work probably required.

Question whether there is some error in the conversion formulas producing an unexpectedly high amount of reported error in the conversion process.  After further study – Yes, there was some error in the conversion.  Oops.  With a corrected program, the color distortion is much less severe.  (Corrected results reported only verbally, no "r3" version of document yet available as of August 11.)

PSNR limit after correction in going thru color space seems to be 52 db for red & blue and 56 db for green.  Remark: It's important to note that the Green is so high, because Green is most important perceptually.  See also notes on related subject JVT-I017.

Question: How does interplane prediction compare to YCoCg or YCoCg-R?

Remark: Should have different default step size relationship for luma and chroma step size for 4:4:4 and 4:2:2 than 4:2:0.  AHG Agrees to recommend investigation of that.
We agree that the current design is not an optimally-efficient way to code RGB in native form.  Representation of RGB should use some other technique than just feeding the RGB samples to the current design without altering either the path coming into the codec or the internal processing performed once the data is inside the codec.  We haven't yet really studied XYZ.

Expect further study (comparison with YCoCg, etc.).
In the absence of 4:4:4 reference software, running the codec three times with the Y component being replaced with Y, Co, and Cg, or R, G, and B, or whatever, and with the Cb and Cr channels filled with zero, may give some indication of performance.  Better would be to use the same mode & motion vector information across three encoding passes and not count those bits three times.  Otherwise, we need 4:4:4 implemented.

Suggestion: Use of "Delta-E" to measure color distortion.  What is definition of Delta-E?  Samsung can provide some information & software for this.

Remark: SPIE paper by NIST last January on measurement of contouring and display characteristics.

Equipment SRW-5000 VTR runs up to 450 Mbps for 1920x1080x30i or 1280x720x60p 10-bit Intra-only (roughly 3:1 compression ratio).  Beyond that bit rate is probably not much of interest to us.  Most applications would not be in that neighborhood.  Interest diminishes beyond 50 Mbps.

Remark: Proponent indicates interest up to QP=4 for 8-bit video.

Remark: Do our parent bodies have guidance regarding what level of fidelity/bit rate is within the requirements of the applications for PExt, and how to measure that?

Second subject: Lossless RGB coding

Skip transform, use prediction of R & B from G ("inter-plane prediction").  Entropy code the sample differences.  Note: If concept applied to YUV, similar to a prior proposal (in Fairfax?).

Experiment results provided showing that the R&B prediction does better than non-predicted RGB coding.

Is lossless coding really within the scope of the project?  Not in the CfP.  Is a standard really needed for this?  Doesn't seem to be a requirement of this project (at least not now).

Third subject: 6-tap versus bilinear motion comp.

Based on 6-10 sequences (4:4:4), results indicate:

YUV: Bilinear better on high-res, 6-tap better on Y, bilinear better on U and V

RGB: Bilinear better on high res, 6-tap better on Y, U, and V.

Didn't find very much difference between the quality produced by the two MC interp methods.

Proposes 6-tap for RGB, 6-tap Y, bilinear for U, V when using YUV.

Depends on spectral characteristics of source (low res data generated from high-res data may have more high-freq than high-res data not generated from something higher-res?)

MC Interpolation – RGB SD resolution imagery produced by downconversion of video-sourced HD (Crew?  Harbor?).   In RGB bilinear interpolation better for HD, 6tap better for SD.  In YUV, bilinear better for HD and 6Tap Y, Bilinear UV better for SD.  “Better” means better PSNR in this case.  6-10 sequences.

Comments: Need to see spectral characteristics of the source data.  Perhaps insufficient data to draw any conclusions.    How does 1/F characteristic of the source imagery graph against the noise floor.

Proposal – Bilinear gives better perf for more correlated images such as HD or UV components.  RGB components show similar characteristics.  Propose to use 6 tap for RGB and Y, and Bi for UV.  (Conflicts with statement two paragraphs above.  Need to look at Kim’s slides.)

Remark: Crew and Harbor sequences are not good to test above 4:2:2, since they were originally 4:2:2 YCbCr before being converted to something else used here.  Need to make measurements and judgments based on characteristics of images that actually have resolution as high as the number of samples being processed.

Current draft uses 6-tap for 4:4:4.  Consider a flag to indicate whether to use 6-tap or bilinear?

Remark: Maybe we shouldn't really use 6-tap on all three components.  Complexity impact.  Let's recheck that – the current opinion in the AHG based on the information presented here and prior experience and the complexity issue is that only one component should use 6-tap filtering, and the other two should use bilinear (although we would like to have more information before deciding to make a change to the draft in this regard).

For future study.
Fourth subject: Deblocking

Proposed (based on PSNR):

RGB use luma filter

YUV use luma filter for luma and chroma filter for chroma

Loop filtering – Proposal: use same Y loop on RGB components.  In YUV space apply the same as 4:2:0 except Chroma is performed on four 16-sample edges to handle increased resolution.

Need to add detail to description of chroma deblocking filter.  We think we can just specify it to be as it is for 4:2:0 but applied to more edges/samples.

RGB issues is for further study.

Fifth subject: CBP coding for 4:4:4

JVT-H037 has 4 bits for Y, 1 bit for any chroma (DC or AC), and 2 bits for U&V (each bit indicates co-located U&V 16x16) – 48 cases, coded by Exp-Golomb/CABAC

Proposed: 4 bits for Y, 4 bits for U&V (each bit indicates co-located U&V 8x8 region), 256 cases, coded by Exp-Golomb/CABAC, no 2nd-level chroma transform.

Compare that to something like the H037 but without the 2nd-level chroma transform.

Measuring based on entropy and # not-coded blocks (not actual coding)

Probably little or no gain at low QPs (primarily where this Amendment will be used)?   No distinction between DC and AC – this new proposal is to eliminate the second level DC transform?

Need to decide whether to get rid of 2nd-level transform before these test results become relevant.  Suggestion is to eliminate the 2nd-level chroma transform except in the case of Intra_16x16, which would give us the ability to apply a 4x4-based intra chroma prediction like what is done for luma. May be a benefit from that, but not yet known. Can't make a recommendation at this time.

Sixth Subject: Bit-depth Adaptive Weighted Prediction

This aspect withdrawn.

However, offset should be scaled up by bit depth.  Yes, the AHG believes this adjustment is needed.
JVT-I013 [Gomila]    SEI for Film Grain Encoding: Syntax and Results

Update of Geneva JVT-H022.  Provides syntax and parameterized model for SEI supporting film grain post-processing generation.

Note ranges can overlap.

Remark: no_intensity_intervals( c ) should be no_intensity_intervals_minus1( c ).

Allows different color space for video and for grain model.

The intensity intervals are in the color space of the grain simulation (not the video).

Remark: color_space( ) – should do like Annex E syntax.

Remark: blending_mode_id ( blending_mode_flag?

Simulation results illustrating PSNR curve behavior for sequences with and without significant film grain.

Simulation results showing temporal filtering to remove gain, then post-process to get it back.  Example showing region with 4 Mbps coding using this technique looking more like the original than 30 Mbps coding with the grain.

Paper on grain reduction technique to be published at SPIE San Diego (listed in r1 version of document).

Question: Are we confident that these are good and sufficient models? One model is AR model – well known, something similar used for a long time.  Other based on filtering in DCT domain seems similar to "grain surgery" tool (industry software tool).

Remark: DCT model assumes 16x16 area in each color component – what to do for 4:2:0?  Upsample to 4:4:4 and then use 16x16.  Should be clarified.

Remark: DCT model introduces blocking artifacts?  Yes, it does.  Decoder should deblock the grain.  Suggestion to add some information about that to the text.

Remark: Complexity of implementation of Gaussian random number generator?  Possible to find a way to reduce this complexity – non normative exactly what to do.

Remark: Should clarify the non-normativity of what to do or how to do it in response to the SEI.

Need to clarify in the Draft (assuming this is included) that not only are you free to ignore the SEI messages but you are free to interpret the meaning differently and to reconstruct grain in different ways.  Ex: If the Gaussian random noise generator is too expensive to implement, perhaps other solutions could be implemented to achieve similar (or different but pleasing) results at a lower cost.

AHG Recommends that JVT adopt this (with some editorial improvement).
JVT-I014 [Malvar+]   YCoCg-R: A Color Space with Reversibility and Low D.R.

Geneva Doc was JVT-H031r1:  New color space proposal.   0.77 db coding gain.   If you add extra bit depth (2 bits each in Y CoCg) in the transformed space it is exactly invertable.   So 8 bit RGB would need 10:10:10.

This new proposal "YCoCg-R" is an extension of the above.  As per “lifting” in the wavelet world, you can come up with a scheme based on lifting with no increased bit depth for luma at all, and CoCg need only 9 bits.  So 8 bit RGB in the transformed doman becomes 8:9:9 or 10 bit RGB becomes 10:11:11.  12 bit RGB video could not be done (unless greater bit depth than 12-bit is supported to hold the 13-bit Co and Cg).

Question about the accuracy of the claims in this paper with respect to rounding error – can you really get away with 8:9:9? After consideration, the answer is Yes – the proposal is correct in claiming reversibility.

If a counter-example were found then would still get the benefits of the orginal YCoCg.  Also perceptual benefits in Blue (scenes with sky).  Visual results may be beneficial.

Question – how does this work on B&W imagery?  This depends on the model of what “Y” is (e.g., BT.601 Y is not the same thing as BT.709 Y).  So, is there bleed into the chroma components (CoCg) in this proposal versus the case of YCbCr where you would code zero values in CbCr?

Proposal is that we add both the Geneva and Trondheim variations of this proposal to Annex E.  The new one could be used only in the new PExt Profile(s), because it needs support of bit depth greater than 8.

Does this proposal then imply that we should have an 8:10:10 mode in the PExt?   (Note: there is an 8:9:9 mode supported in JPEG2000).

Recommendation – as long as these proposals are not considered mutually-exclusive of RGB-native coding design:  After confirmation of invertibility of JVT-I014r1, the AHG Recommends adopting Geneva version JVT-H031r1 and JVT-I014r1.  Request for additional test results.
Post-meeting note: An "r2" version of JVT-I014 was released after the meeting with corrections to analysis (not affecting merits shown).

JVT-I015 [Topiwala+] Coding of 4:4:4 Video in Professional Extension

(Presented by G. J. Sullivan in absence of P. Topiwala.)

Advocates:

1. Separate independent QP for each component.  This is already in the current draft (using what we think is the intended meaning of "independent").

2. Separate bit depth for each color channel.  This is also in the draft, but the exact syntax is not fully fleshed out.
Remark: Need to clarify effect of delta_qp

Remark: Some information in document appears based on a different assumption of the meaning of QP relative to bit depth.  (Design is based on PSNR being approximately invariant to bit depth for a given QP.)

JVT-I016-L [Suzuki]   Extension of Intra coding for 4:2:2

Tried CABAC (no changes needed) and CAVLC (as in JVT-H037) implementation for Intra.

Subject 1: 2x4 Hadamard for Chroma DC

2 * sqrt(2) approximated as 4.  Proposed to deviate from the ordinary inverse quantization by a QP offset of 3.  (Remark: Need to adjust SP/SI forward quantization definition to correspond.)  AHG recommends that this be done (per the Note in JVT‑H037r1 with additional clarification).  Let's work on text for this modification with more detail.

Need 8x16-based intra prediction

· DC prediction

· Plane prediction (advocates as in JVT-H037r1)

For DC prediction: Since number of neighboring samples is 24.  What to do?  Three cases considered:

· Divide by 24

· DC of two 8x8 regions (same/better performance as divide by 24)

· DC of eight 4x4 regions (not as good as others)

Note: Method in JVT-H037r1 is to use four 4x8 regions with the average from the top being doubled to avoid the division by 24 problem.

Questions were raised about JVT-H037r1 – it was expressed that some editing mistakes were made in the production of JVT-H037r1 relative to JVT-H037r0, causing unintended technical changes.  [Post-AHG Meeting Note: A corrected version r2 was released on 11 August to fix this.]

Also tried experiment on use of 2x4 Hadamard versus two 2x2 Hadamards (using DC of eight 4x4 regions per above).  2x4 Hadamard came out significantly better (up to 14%).

Software based on JM6.1e.

The one distinction between this and JVT-H037r1 is the handling of DC.

AHG is fine with idea of this kind of 8x8 DC prediction.  This is probably better than what is currently in the JVT-H037r1 draft (inferring this from data above showing worse performance for smaller block size DC formation).  Would be nice to have some more information, but we're OK with using the 8x8 DC (which has lower complexity).

[Post-AHG Meeting Note: A corrected version JVT-H037r2 was released on 11 August that changed the relevant section to revert it to the "r0" technical content.  This may affect some of the analysis in JVT-I016.]
JVT-I017-L [Sullivan] Approx Theoretical Analysis of Color Conversion Error

Informational (late) input document provided partly in response to poor conversion fidelity erroneously reported in JVT-I012.  Provides approximate PSNR/MSE analysis of amount of error introduced by color space conversion.  Results indicated to be basically confirmed by experiments done during meeting by some members of the group.  Results seem to show the conversion resulting in PSNRs from round-trip conversion to YUV and back to be in approx 50-52 dB for Red and Blue, and 55-56 dB for Green.  See also notes on related subject JVT-I012.
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