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Introduction

Since the Geneva meeting, we have discovered a number of problems with the current definition of the motion vector prediction and decoding processes for B-slices and the interaction between this prediction and the computation of the spatial direct mode motion vectors.  In this contribution, we describe the problems and propose several alternative solutions. We believe that these solutions will reduce complexity significantly (both implementation and computational complexity) with similar or even better coding efficiency. 
Summary of the MV Prediction Process for B-slices in the Current Specification

The motion vector prediction for B slices was originally defined in a way that all possible correlations can be exploited between available motion vectors.  This includes not only the correlations between different lists within predictors but also correlations that may exist between the lists used by the current block. 

In particular, it is defined that only those motion vectors from neighbouring blocks whose reference pictures are in the same temporal direction as the reference picture for the current block should be used to form the prediction, regardless of which list is being predicted or which list the predictors are coded in.  A number of exceptional cases are specified here. For example, if a neighbouring block contains two motion vectors that use the exact same reference picture as the current block, then the list 0 predictor is used. Otherwise, if a neighbouring block has both motion vectors in the same temporal direction as the current block but they point to different reference pictures, then the motion vector associated with the temporally closest reference picture is used.

To exploit the correlation between the motion vectors of the two lists within the current block, another exceptional case is defined. This case involves the use of scaled motion vector prediction and is used to generate the prediction for the list 1 motion vector when the list 0 and list 1 motion vectors for the current block are in the same temporal direction (and are both short-term pictures). Here, the predictor for the list 1 motion vector is formed by scaling the list 0 motion vector based on their relative temporal (more specifically DiffPicOrderCount) distances.

On the other hand, spatial direct mode initially considers the surrounding blocks (Figure 1) for selecting the reference picture for each list. This process is done independently for each list, without the consideration of temporal direction or distance, by selecting the minimum index for each list among the predictors.  Afterwards, using this index, motion vectors for direct mode are calculated with the 16x16 Mode MV prediction process and by also considering a stationarity condition. One of the original intended benefits of this method was its complete independency from any time-stamp information, while it also required no complex division/scaling processes for the calculation of the motion parameters.
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Figure 1: Predictors for Reference Picture Selection

Unfortunately it was not observed that since the motion vector prediction process itself is not time-stamp independent, while also requiring scaling, spatial direct mode is also considerably affected, and some of the mode’s properties are compromised. Furthermore, it appears that in an attempt to exploit all possible correlations of motion vectors, motion vector prediction has been instead over-designed, with possibly undesirable negative impact in the performance and complexity of the system. 

Problems with the Current Specification

Before elaborating further on how spatial direct mode is affected by the current motion vector prediction process, we need to first identify that the current text is quite unclear on some definitions, while having problems with others. These will be more clearly identified in the following text.

Temporal direction

Even though the meaning of the above definition might be obvious, we believe that the current specification needs to explicitly clarify the meaning of temporal direction. We should point out that in the current text we use the Picture Order Count instead of time, which might also not be one to one related. Thus a clearer meaning/definition of temporal direction, which is used extensively in B slice motion vector prediction, Temporal Direct Mode, and Implicit Weighted Prediction, should be provided.

Temporally closest reference picture

Subclause 8.4.1.2.2, which describes the process to derive the motion vector predictors in the neighbouring blocks in B slices, includes the following condition:

If a neighbouring block has two motion vectors both using the same reference picture as the reference picture associated with MVi, then the list 0 motion vector from that block is used as a prediction. Otherwise, if a neighbouring block has both motion vectors using a reference picture in the same temporal direction as the reference picture associated with MVi but they point to different reference pictures, then the motion vector with the associated temporally closest reference picture is used.

The problem with the above definition is that it is not clarified anywhere which picture we consider when referring to temporally closest reference picture, and how – similar to temporal direction – such is computed. Is it, for example, the current picture or is it the reference picture associated with the MVi in question? Furthermore, selecting either of these alternatives leads to additional problems.

Unfortunately, the above concepts, using temporal direction and temporal distance to choose the predictors, have never been implemented in any version of the JM software, thus making it difficult to examine the usefulness, intent, and practicality of these conditions. Intuitively, using the closest picture to the reference associated with the MVi in question seems to make more sense for the efficiency of the prediction. However, based on the way that this section reads, as well as the number of additional problems that exist with this first interpretation, it seems possible that the original intention was that the current picture is to be used.

The disadvantages or problems associated with using the closest to the reference associated with MVi include:

· Further clarification is required for the case where there are two reference pictures at the same temporal distance. We suggest that the first sentence of the above condition could be generalized to state that if the temporal distance to the reference picture of both motion vectors is the same, then the list 0 motion vector is used for prediction. An alternative possibility would be to select the motion vector from the current list. This possibility should also affect the same reference picture case. Furthermore, by selecting this second option it appears more likely that we can achieve even better performance when using the spatial direct mode. 

· The complexity in terms of the number of logical operations (i.e. distance comparisons) can be significantly larger with this option than when using the current picture. Even without applying one of the clarifications suggested above, the logic for selecting the motion vector to be used from each of the 3 neighbouring blocks, for each coded motion vector, is something like:

    if ((List_0_Not_Available OR List_0_in_Opposite_Direction) AND

        (List_1_Not_Available OR List_1_in_Opposite_Direction))

        PredMV = ZeroMV;

    else if (List_1_Not_Available OR List_1_in_Opposite_Direction)

        PredMV = List0MV;

    else if (List_0_Not_Available OR List_0_in_Opposite_Direction)

        PredMV = List1MV;

    else if (List_0_Ref_Pic == List_1_Ref_Pic)

        PredMV = List0MV;

    else if (Dist_to_List_0_Ref_Pic < Dist_to_List_1_Ref_Pic)

        PredMV = List0MV;

    else

        PredMV = List1MV;

The disadvantages of using the closest to the current picture include:

· Strange interactions during motion vector prediction process. In particular it is possible that motion vectors of list i pointing to reference A to be predicted from motion vectors pointing to reference B from the opposite list since reference B is temporally closer, even though such are available.

· The above problem affects also the motion vector prediction process for the spatial direct mode. Even though reference picture selection for each list is independent of temporal direction and distance, motion vector prediction is not and it is quite likely that motion vectors for prediction are selected from inappropriate references. This could have a negative impact in performance. This is also further affected by the scaled motion vector predictor process, which we will discuss later in another section.

These disadvantages apply to the use of temporal direction and distance to select the predictors, regardless of which of the above options was intended:

· Using the current syntax tables, it is required that the decoder would first extract all of the “MVD” values from the bitstream for both lists over an entire macroblock before being able to reconstruct the motion vectors of that macroblock. Due to the dependencies between the two lists, the motion vectors for both lists must be reconstructed one partition or sub-partition at a time, in their coding order throughout the MB. Thus, two passes of the data are required for any implementation, one to read MVDs and one to reconstruct MVs. While some implementations/architectures may prefer this method in any case, and is a relatively minor issue, for others it may be advantageous to provide the option for a single-pass decode of the motion vectors. One of two modifications could solve this issue: 

a) revise the syntax tables so that the MVD syntax elements for the two lists are interleaved, rather than coding all for list 0 in the MB, and then all for list 1; 

b) remove cross-list dependencies in the MV prediction. That is, predict list 0 from list 0 only, and list 1 from list 1 only. 

· Allowing cross-list dependencies requires larger memory bandwidth and a larger amount of data to be handled at once during the MV decode process. The maps of motion vectors for both lists must be accessed simultaneously throughout the MV decoding process.

· Not minor complexity of incorporating temporal direction and distance into the MV prediction (very large number of decisions to decode each motion vector). 

· Generally, this method entails a very high amount of complexity, considering that this method of selecting the motion vectors has not been to this point tested in the public software.

Scaled Motion Vector Predictor

The scaled motion vector predictor process was introduced to possibly exploit correlations that the motion of objects may have in terms of time and across lists of the same block from the same direction. The following is specified in the current text: 

· if both the list 0 and list 1 reference pictures are in the same temporal direction from the current picture and both are short term reference pictures, then the following process is followed for forming the predictor for the list 1 motion vector MV1., by scaling the list 0 motion vector, MV0.

· The motion vector predictor for motion vector MV1 is the scaled motion vector (smv), which is calculated from the motion vector MV0 as:



Z = (TD1 ( 256) / TD0                         smv = (Z ( MV0 + 128)  >> 8

where TD0 is the DiffPicOrderCount from the current picture to the reference picture indicated by ref_idx_l0, i.e. DiffPicOrderCount(current_pic, ref_idx_l0), and TD1 is the DiffPicOrderCount from the current picture to the reference picture indicated by ref_idx_l1, DiffPicOrderCount(current_pic, ref_idx_l1). 

Even though such correlation does exist, there are other correlations that are completely disregarded while also the complexity of this condition is not minor especially when considering that this process would require a specific number of divisions per picture (which can further increase when field pictures are considered). The current implementation also of the JM software only demonstrates a limited functionality of this mode, while also it is not correctly implemented to properly be able to evaluate its performance. Furthermore, even though such was not the intention, this mode could have a deteriorating effect in the performance of spatial direct mode. In particular:

· No sufficient evidence has been presented to justify the use of this mode, while it has never been verified or cross tested.

· It is relatively difficult to properly consider the scaled MV into an RD-optimization algorithm for motion estimation
· Considering that the denominator in the above specified division process is DiffPicOrderCount(current_pic, ref_idx_l0), which is quite different than the one specified for either the temporal direct mode, or the implicit weighted prediction, it is obvious that an additional number of divisions is needed. Furthermore, unlike these two other cases where division is only necessary if such modes are enabled, this process has to always be checked, and if necessary perform the divisions, by examining whether any reference in list1 has the same direction as any reference in list0.
· The number of divisions is not small. It is apparent that the division is affected from both DiffPicOrderCount(current_pic,ref_idx_l0) and DiffPicOrderCount(current_pic,ref_idx_l1). Assuming that there are M references in list 0 and N references in list 1, this would imply that M ( N additional divisions are necessary per picture. This number increases by 4 times in the case of field pictures or of MB-AFF frames. 
· The scaling process could end up increasing the differential motion vector quite significantly, especially if the two pictures have a relatively large distance, thus negatively affecting performance due to poor motion vector coding.
· By considering this mode, we tend to ignore the case where list 1 motion vectors from the surrounding blocks exist that are pointing to the same reference as the one we are considering. It is quite possible in particular that higher spatial correlation exists in this case, than correlation with the motion vector in list 0 of the same block.  

· With the use of motion vector scaling, it is also implied that if the two references of the spatial direct mode are in the same direction, the list 1 motion vector should be calculated using a scaling process. This immediately removes the benefits discussed above (time-stamp independency, low complexity, etc.) about spatial direct. Obviously, this is also affected by the previous problem of not efficiently or properly exploiting all correlations. 

Proposed Solutions

We believe that there are several alternative solutions that could be used in order to avoid the issues or problems that we have addressed above. More specifically we identify the following:

· Predict all motion vectors from only same list motion vectors. In this case, if a predictor in the same list is in the opposite temporal direction, we may select to either 

a. perform motion vector prediction regardless of direction

b. change the sign of motion vector for purposes of the median prediction process.

c. set motion vector to zero for purposes of the median prediction process.

Note that any one of these cases could also be considered for P slices as well (case “a.” is the currently the method used by P slices).

· Perform cross-list prediction only when (alternative or even co-existing solutions):

a. There is no predictor from the same list available

b. a predictor block has only motion vectors from the other list and they point to a reference in the same direction. No temporal distance between references is considered in this case. 

c. For purposes of the spatial direct prediction only, cross-list prediction could be disallowed.

· Scaling motion vector prediction should (alternative or even co-existing solutions):

a. not be used under any circumstance (the preferred solution)

b. be used only if there is no available list 1 predictor 

c. be used only if there is no available list 1 predictor from the same direction

d. be used only if there is no available list 1 predictor pointing to the same reference as the current list 1 reference.

e. For purposes of the spatial direct prediction only, scaling motion vector prediction should be disallowed.

For purposes of the temporally closest reference, if such is required from the possible adopted solution, the following solutions could be identified:

· Select closest to the reference associated with MVi. If the distance to two pictures is the same, select the current list (preferred) or list 0. Potential problems have already been discussed in the previous sections.

· Select closest to current picture. Potential problems have already been discussed in the previous sections.

· Select closest to current picture, with the addition of an initial consideration that if a list contains a motion vector pointing to the same reference as the current MV then in this case that list is used. If a predictor block has both lists using the same reference, in that case we may select the same list (preferred), or list 0. 

From the above 3 solutions, we believe that the one with the least number of potential problems should be case 3, while we would expect case 1 to have the best possible performance. Either of these options would still entail a large amount of complexity to select the motion vector predictors.

It is further possible to consider other parameters during the cross-list prediction process, such as consideration of weighting parameters, but we think that the system itself is already over-designed and we would not recommend such a solution. 

Of all possibilities of different combinations of the options listed above, we propose that the following solution should be adopted, since it provides the best trade-off between stability, complexity and coding efficiency:

· Predict all motion vectors from only same list motion vectors. Optional consideration is that if a predictor in the same list is in the opposite temporal direction, use 0 or alternatively change the sign of motion vector for purposes of the median prediction process. We would suggest that if this condition is adopted that this should also apply to P/SP slices as well, thus also unifying the prediction process between slices.
· Scaling motion vector prediction should not be used under any circumstance.

Other Minor FCD Issues 

We have identified through discussions with other experts that the described calculations for MV1 for temporal direct mode are completely unnecessary and could be easily simplified by using the description of MV1= MV0 – MV, instead of:
W= Z – 256



MV1 = (W( MV +128) >> 8
We recommend this formula to be used within the text. Furthermore, the figures for temporal direct mode should also be corrected, while there is a sign mistake on case 3 of temporal direct for MV1. The DIS also tends to want to define a co-located macroblock concept, but it appears that it is a co-located block that seems to be needed considering that both the 8x8 restriction to direct mode and the MB-AFF considerations require block (and not macroblock) indices to be considered during the Direct Motion Vector Calculation. 
We have also observed that the implicit weighted prediction is not specified correctly while it also does not maintain 16 bit arithmetic. We propose to instead use the following conditions for calculating the weights for W0 and W1 and the corresponding chromat weigths CW0 and CW1.

if (DiffPicOrderCount (ref_idx_l0, ref_idx_l1) ==0)

    W1=2(N-1)
else 
    W1 = ((256* DiffPicOrderCount(ref_idx_l0, current_pic) / DiffPicOrderCount (ref_idx_l0, ref_idx_l1))>>N 
W1=(W1==0) ? 1 : W1;
W1=(W1==2N) ? W1 + 1 : W1;
W1=clip3(-128 + 2N , 127 , W1)
W0=2N - W1
LWD=8-N-1

The same process applies for the Chroma values as well. The above allows us to always have all weights within the proper range for 16 bit arithmetic. Note also that the two conditions for W1 also allow us to not waste the bi-predictive case since in these particular cases prediction becomes identical to single list prediction without weighting. Using the specified limits we still have an alternative prediction case which might be useful for better performance. Even though we have not evaluated performance, we would also suggest using a value between 1<N<5. A smaller value benefits the range of numbers smaller than 1, while a larger value benefits number larger than 1. It is possible that the best compromise is N=4, or N=3 (since usually smaller numbers tend to be more important).
Issues with Current FCD software

We have identified the following problems with the current FCD software, and in particular with the implementation of forward only predicted B pictures (BS_IMG):

a. Motion Vector Prediction is not truly optimal since it is very difficult to consider the scaled motion vector predictor. 

b. Even though it is possible that a motion vector is coded in either list 0 or list 1 in the case of single list prediction, in the current software this appears to always be coded in list 0. Thus again there is a significant performance sacrifice. The Motion vector predictors from list 1 are also never considered in the motion vector estimation.

c. There is no cross-list prediction within the software. Apparently since bi-predictive modes are using list 1 with reference 0, this list should have been used for predicting list 0 mvs with reference 0 when proper, as well.

d. List 1 prediction, which essentially appears to only be used when a block is bi-predicted, only uses references 0 and 1. If a block is bi-predicted (not direct), only reference 0 is used while list 1 is only allowed to be reference 1. Reference 1 is instead only inappropriately used in spatial direct mode.

e. Reference 1 for list 1 is used within spatial direct mode if no predictors are available from either list (for example edge of a slice or block surrounded by intra blocks) or if any predictor uses reference 1 for their list 1 prediction (this can be propagated only from the first case). Obviously this does not follow the current specifications of spatial direct mode, but apparently this was done by the implementers of BS_IMG in order to avoid possibly averaging the same block or data from the same image!? Note that the way this mode is currently implemented (list 1 forced to be reference 0 in bi-predictive modes) this can happen quite often and is obviously a not very good implementation.

f. As is currently specified by the standard, scaling mv prediction should also apply for spatial direct mode. 

Simulation Results

Considering that the current implementation of BS_IMG had severe problems and would have required a considerable amount of time to correct it, we instead chose a different approach for our implementation. Since B_IMG as are defined in the software are currently correct and perform all proper steps for their optimization, we chose to modify their implementation by simply changing the pictures that list 0 and list 1 refer to. More specifically list 1 contains only the first forward picture, while list 0 contains the first (and only) backward picture, and then all other forward pictures. This implementation essentially contains most if not all cases we may want to examine. Our results obviously demonstrate that not only we have no benefit by using the current description of the motion vector prediction in B-slices in the FCD, but we may even achieve better performance by considerably simplifying the entire concept.
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