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1. Introduction

  In this proposal, we present an adaptive rate control scheme for JVT by introducing a concept of basic unit, which is composed of fixed number of macroblocks (MBs). The basic unit can be an MB, or a slice, or a field, or a picture, and so on. The target bit rate for the current picture is computed by adopting a leaky bucket model and simple tracking  theory according to the removal time of the previous picture, that of the current picture, the current buffer occupancy, the target buffer level and the available channel bandwidth [6]. The bits are allocated to each basic unit according to its mean absolute difference (MAD). The corresponding quantization parameter is computed by using a quadratic rate-distortion (R-D) model [1,2,3,4]. The quantization parameter is not changed for all MBs in the same basic unit and may be changed unit by unit. The rate distortion optimization for each MB in the current basic unit is performed by using the quantization parameter of the previous one. To minimize the blocking artifacts of the discrete transformation, the basic unit is selected as a picture in this proposal. In other words, a picture layer rate control is adopted in this proposal to reduce the blocking artifacts such that a high PSNR is achieved.  We focus on the variable bit rate (VBR) case while our scheme is also applicable to the constant bit rate (CBR) case. It should be emphasized that the VBR in our proposal means that the available channel bandwidth is time varying. A virtual buffer is used in our scheme to store the generated bits and to help adjust the coding process according to the dynamics of the channel bandwidth. 

Since our scheme is directly based on the leaky bucket model and the bucket is not underflowed   or overflowed, our rate control is thus conformed to hypothetical reference decoder (HRD).  Meanwhile, our rate control is scalable in the sense that it is applicable to both the VBR case and CBR case, it is applicable regardless of choice of basic unit, and is applicable regardless of rate-distortion optimization (RDO).

2. Preliminary Knowledge

In this section, we shall introduce the concept of basic unit and the leaky bucket model

Definition 1: Suppose that a picture is composed of 
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 MBs. A basic unit is defined to be a group of MBs which is composed of 
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 MBs where 
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 is a fraction of 
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For example, a basic unit can be an MB, or a slice, or a field, or a picture, and so on. In this proposal, we consider the case that a basic unit is a picture.

In the following description, the time base uses the num_units_in_tick and time_scale syntax in the Sequence Parameter Set to derive the time interval between picture removes from the buffer. Particularly, let 
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 be the clock tick associate with the coding process [7]. 

Let 
[image: image6.wmf]gop
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 denote the total number of pictures in a group of picture (GOP), 
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 denote the jth picture in the ith GOP, and 
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 denote the occupancy of physical buffer. It can be shown from the fluid flow traffic model  that
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where A(
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) is the actual bits generated by the jth picture in the ith GOP, u(
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) is the available channel bandwidth which can be either VBR or CBR, 
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 is the delay of the removal time for the (j+1)th picture in the ith GOP with respective to that of the jth picture in the ith GOP [7], and 
[image: image13.wmf]s

B

 is the buffer size and its maximum value is determined based on different level and different profile [7].

Although equation (1) models the dynamics of physical buffer exactly, it cannot represent the exact underflow level because 
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 is bounded by 0. As the buffer is underflow, part of the available bandwidth is unused. The temporarily unused bandwidth should be compensated by the next picture. However, this cannot be achieved by using equation (1). To overcome this, we introduce a concept of “virtual buffer" as follows:
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The model is exactly the same as the leaky bucket model in [7] in the sense that 
[image: image16.wmf].
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[image: image17.wmf]In our scheme, the target bit rate for each picture is computed by using 
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.  In our design, we guarantee that the bitstream is contained in the above leaky bucket. Therefore, when the bitstream is input to an HRD with parameters 
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, the HRD buffer does not overflow and underflow. In other words, our rate control scheme is conformed to HRD.

3. Adaptive Rate Control

Our scheme is composed of two layers: GOP-layer rate control and  picture-layer control.  

3.1 GOP-Layer Rate Control

In this layer, we need to compute the total number of bits 
[image: image22.wmf]r
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 for each GOP. Same as [5], we assume that the GOP structure is IBBPBBP... P or IPPP…P, with I being an intra-coded picture,  P being a forward predicted picture and B being a bi-directional predicted picture. The length of a GOP is usually 15-50 [4].

The total number of bits allocated for the ith GOP is computed as follows:
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wherein 
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 is the predefined picture coding rate. The total number of bits is updated after coding each picture.

It can be shown from equation (3) that the coding results  of the latter GOPs depend on those of the former GOPs. To ensure that all GOP has a uniform quality, each GOP should use its own budget. In other words, the buffer occupancy should be kept at 
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 after coding each GOP.

Since the channel bandwidth may vary at any time, 
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 is updated picture by picture as follows:


[image: image27.wmf])

(

)

(

)

(

)

(

)

(

)

(

1

,

1

,

,

1

,

,

-

-

-

-

-

-

+

=

j

i

gop

r

j

i

j

i

j

i

r

j

i

r

n

A

j

N

F

n

u

n

u

n

T

n

T

                                     (4)

3.2 Picture Layer Rate Control

In our scheme, the first  I picture is coded by a predefined quantization parameter InitialQp, the first P picture and the first B picture are coded by (InitialQp+2) and (1.25*InitialQp), respectively. InitialQp is  predefined based on the available channel bandwidth and the length of GOP. The first P picture in other GOP is coded by (PtotalQp/Np-1) and the other I pictures are coded by (PtotalQp/Np-3) where Np is the total number of P pictures in a GOP and PtotalQp is the sum of quantization parameters for all P pictures in the previous GOP. 

The picture layer rate control scheme consists of two stages: pre-encoding and post-encoding.

   3.2.1 Pre-Encoding Stage:

The objective of this stage is to compute quantization parameter for each  picture. This is achieved via the following three steps:

Step 1 Determine a target bit rate for each picture. Step 1 is composed of the following two sub-steps.

Step 1.1  Macroscopic control (budget allocation among pictures).  

The bit allocation is implemented by predefining a target buffer level for each P picture.

After coding the ith I picture, we reset the initial value of target buffer level as 
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where 
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 is the actual buffer occupancy after coding the ith I picture. The target buffer level for the subsequent picture is determined according to the following two cases:

Case 1. The jth picture in the ith GOP is a P picture. Its  target buffer level is predefined and determined using the following equation:
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wherein  
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 is the average complexity weight of P pictures, 
[image: image33.wmf])

(

,

,

j

i

r

p

n

N

 is the number of remaining P pictures in the current GOP after coding the jth picture, 
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 is the number of remaining B pictures after coding the jth picture,  and Target(j+1) is the target buffer level. 
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[image: image39.wmf]p
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 and 
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 are the number of bits generated by encoding the corresponding  picture, and 
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 and 
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 are the  quantization parameters. 

Case 2. The jth picture is a B picture. Its  target buffer level is predefined and determined using the following equation:
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 EMBED Equation.3  [image: image44.wmf](
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It can be easily shown that 
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. Thus, if the actual buffer fullness is exactly the same as the predefined target buffer level, it can be ensured that each GOP uses its own budget. However, since the rate-distortion (R-D) model is not exact [1,2], there usually exists an error between the actual buffer fullness and the target buffer level. We therefore need to compute a target bit rate for each picture to attenuate the error between the actual buffer fullness and the target buffer level. This is achieved by the following microscopic control.
Step 1.2 Microscopic control (target bit rate computation). 

Using linear tracking theory [6], the target bits allocated for the jth  picture in the ith GOP is determined based on the target buffer level, the delay of the removal time of the current picture with respect to the previous picture, the available channel bandwidth and the actual buffer occupancy as follows:
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wherein ( is a constant and its typical value is 0.5 for P pictures and 0.25 for B pictures. Further adjustment by a weighted smoothing of the target  bit rate is given according to the following two cases: 

Case 1. The jth picture is a P picture.
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wherein 
[image: image49.wmf]b

 is a constant and its typical value is 0.9 for P pictures and 0.95 for B pictures. 

Case 2. The jth picture is a B picture.
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 Step 2 Determine the mode of each MB and compute the MAD for each picture.                  

Since the quantization parameter for the current picture is not available, we utilize the quantization parameter of the previous picture to perform RDO for each MB in the current picture by using the method provided in [7,8]. The coding mode is selected by minimizing the following performance index:
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with 
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If the picture is P or B and the SAD is adopted as the criterion, the lambda in motion estimation is give by
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Step 3 Compute the quantization parameter by using the quadratic model provided in [1,2]

After computing the MAD of each picture, we can compute a 
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 for the current picture by using the quadratic R-D model provided in [1,2]. The details on Step 3 can be found in [1,2,3]. The final 
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 for P pictures is adjusted as follows:


[image: image56.wmf]}

51

},

1

,

,

max{

,

min{

pc

pp

pp

pc

Q

DQuant

Q

DQuant

Q

Q

-

+

=

                                     (15)

where Dquant is 2 if the number of successive B pictures is less than 2. Otherwise, it is 3 for P pictures.

The final quantization parameter 
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 for B pictures is adjusted as follows:
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Post-encoding Stage:

After encoding a picture, the total number of actual generated bits A(
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is added to the current buffer occupancy. To ensure that the updated buffer occupancy is not too high, the picture skipping parameter 
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 is set to zero and increased until the following buffer condition is satisfied [1]:


[image: image61.wmf]8

.

0

*

)

(

,

s

N

j

i

c

B

n

B

post

<

+

                                                                        (17)

wherein the buffer fullness is updated as follows:
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4. Selection of Basic Unit

There are generally two performance indices for the rate control, the PSNR and the fluctuation of generated bits. The choice of basic unit depends on the performance indices. If we want to obtain a high PSNR, the basic unit can be selected as a picture or a field. If we want to minimize the fluctuation of generated bits, the basic unit can be selected as an MB. If we want to obtain a trade-off between these two performance indices, the basic unit can be selected as a slice or some other basic unit. 

If the basic unit is not selected as a picture, an additional basic unit layer rate control should be added to our scheme.

Same to our picture layer rate control, we need to determine the target bit rate for each basic unit and the MAD of each basic unit. A quantization parameter is then computed for each basic unit. To reduce the number of bits used for Dquant , the difference among the quantization parameters of macroblocks, the syntax of JVT can be changed by inserting a number in the beginning of the bit stream to indicate the exact number of MBs in the basic unit. We then only need to code the difference among the quantization parameters of basic unit instead of those of macroblocks. 

5. Experimental Results

We test our rate control scheme in both the VBR case and the CBR case, in both the case that RDO is on and the case that RDO is off.

Group 1 Variable bit rate (VBR)

Two groups of experiments are carried out. Test conditions are given in Table 1. The other experimental conditions are given as follows:

Testing platform: JM5.0;

Test sequences: news, foreman, children, weather, container, coastguard, and carphone; 

Format: QCIF(4:2:0);

Input picture rate is 30 pictures/s, output picture rate is 10pictures/s;

100 pictures are used for each sequence;

QP for the first I picture is 18;

Bandwidth: 128000 bits/s (
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Table 1 Test Conditions

	MV resolution
	1/4 pel 

	Hadamard
	ON

	RD optimization
	Off

	Search Range
	(16 (QCIF), (32(CIF)

	Restrict Search Range
	2

	Reference Frames
	1

	Symbol Mode
	CABAC

	ABT Mode
	OFF

	GOP structure
	IPP 


The experimental results for the sequences with QCIF size are given in the following table: 

Table 2 Experimental Results for VBR and QCIF

	sequence
	foreman
	news
	container
	coastguard
	Weather
	children
	carphone

	Average PSNR
	40.06dB
	44.98dB
	43.99dB
	35.53dB
	45.10dB
	37.42dB
	41.20dB

	Resulted Bandwidth
	153.91kb/s
	153.47kb/s
	153.52kb/s
	153.53kb/s
	153.49dB
	154.10kb/s
	153.69kb/s


Testing platform: JM5.0;

Test sequences: hall, goldfish, bike, mobile, paris and tempete; 

Format: CIF(4:2:0);

Input picture rate is 30 pictures/s, output picture rate is 10pictures/s;

100 pictures are used for each sequence;

QP for the first I picture is 26;

Bandwidth: 256000 bits/s (
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The experimental results for the sequences with CIF size are given in the following table: 

Table 3 Experimental Results for VBR and CIF.

	Sequence
	hall
	Goldfish
	Bike
	mobile
	paris
	tempete

	Average PSNR
	40.14dB
	37.82dB
	35.15dB
	29.57dB
	35.73dB
	30.73dB

	Resulted Bandwidth
	307.81kb/s
	307.23kb/s
	307.14kb/s
	307.14kb/s
	307.62kb/s
	307.37kb/s


Group 2 Constant bit rate (CBR)

The test conditions are given in Table 4 and the experimental conditions are given as follows:

Testing platform: JM5.0;

Test sequences: news, foreman, children, weather, container, coastguard, and carphone; 

Format: QCIF(4:2:0);

Input picture rate is 30 pictures/s, output picture rate is 10pictures/s;

100 pictures are used for each sequence;

QP for the first I picture is 22 (64kb/s), 18(128kb/s) and 16(157kb/s), respectively;

Bandwidth: 64kbs/s, 128kb/s and 157kb/s;

Table 4 Test Conditions

	MV resolution
	1/4 pel 

	Hadamard
	ON

	RD optimization
	ON or OFF

	Search Range
	(16(QCIF), (32(CIF)

	Restrict Search Range
	2

	Reference Frames
	5

	Symbol Mode
	CABAC

	ABT Mode
	OFF

	GOP structure
	IPP or IBBPBB 


The experimental results for the sequences with QCIF size are given in the following tables: 

Table 5 Experimental Results for 64kb/s, IBBPBB and RDO=ON

	sequence
	foreman
	News
	Container
	coastguard
	weather
	children
	carphone

	Average PSNR
	35.88dB
	40.30dB
	41.28dB
	32.20dB
	38.95dB
	31.08dB
	37.30dB

	Resulted Bandwidth
	63.41kb/s
	63.97kb/s
	64.00kb/s
	64.17kb/s
	63.95kb/s
	63.68kb/s
	63.95kb/s


Table 6 Experimental Results for 64kb/s, IPP and RDO=ON

	sequence
	foreman
	News
	Container
	coastguard
	weather
	children
	carphone

	Average PSNR
	35.67dB
	39.63dB
	40.22dB
	31.82dB
	38.02dB
	31.49dB
	37.02dB

	Resulted Bandwidth
	63.88kb/s
	63.93kb/s
	63.71kb/s
	64.04kb/s
	63.60kb/s
	64.49kb/s
	63.87kb/s


Table 7 Experimental Results for 128kb/s, IPP and RDO=ON

	sequence
	foreman
	News
	Container
	coastguard
	weather
	children
	carphone

	Average PSNR
	39.75dB
	44.40dB
	43.60dB
	34.96dB
	44.37dB
	37.14dB
	40.90dB

	Resulted Bandwidth
	127.85kb/s
	127.85kb/s
	128.19kb/s
	128.07kb/s
	127.83kb/s
	128.60kb/s
	127.96kb/s


Table 8 Experimental Results for 157kb/s, IPP and RDO=ON

	sequence
	foreman
	News
	container
	coastguard
	weather
	children
	carphone

	Average PSNR
	41.04dB
	45.91dB
	44.71dB
	36.02dB
	46.48dB
	39.12dB
	42.13dB

	Resulted Bandwidth
	157.27kb/s
	156.83kb/s
	156.95kb/s
	157.22kb/s
	156.72kb/s
	156.94kb/s
	157.05kb/s


Testing platform: JM5.0;

Test sequences: hall, goldfish, bike, mobile, paris and tempete; 

Format: CIF(4:2:0);

Input picture rate is 30 pictures/s, output picture rate is 10pictures/s;

100 pictures are used for each sequence;

QP for the first I picture is 33(128kb/s),26(256kb/s) and 22(384kb/s);

Bandwidth: 128kb/s, 256kb/s and 384kb/s;

The experimental results for the sequences with CIF size are given in the following tables: 

Table 9 Experimental Results for 128kb/s, IPP and RDO=ON

	sequence
	mobile
	Paris
	tempete
	bike
	hall
	goldfish

	Average PSNR
	26.07dB
	31.97dB
	27.84dB
	29.95dB
	37.96dB
	33.01dB

	Resulted Bandwidth
	128.27kb/s
	128.09kb/s
	134.23kb/s
	127.99kb/s
	127.77kb/s
	128.11kb/s


Table 10 Experimental Results for 256kb/s, IPP and RDO=ON

	sequence
	mobile
	Paris
	tempete
	bike
	hall
	goldfish

	Average PSNR
	28.91dB
	36.17dB
	30.26dB
	34.68dB
	39.89dB
	37.14dB

	Resulted Bandwidth
	254.80kb/s
	256.03kb/s
	255.50kb/s
	256.09kb/s
	256.25kb/s
	255.92kb/s


Table 11 Experimental Results for 384kb/s, IPP and RDO=ON

	sequence
	mobile
	paris
	tempete
	bike
	hall
	goldfish

	Average PSNR
	30.84dB
	38.73dB
	31.86dB
	37.96dB
	40.92dB
	39.76dB

	Resulted Bandwidth
	385.07kb/s
	384.22kb/s
	383.94kb/s
	384.27kb/s
	384.30kb/s
	383.99kb/s


Table 12 Experimental Results for 256kb/s, IBBPBB and RDO=off

	sequence
	mobile
	paris
	bike
	hall
	goldfish

	Average PSNR
	29.73dB
	36.22dB
	35.58dB
	39.87dB
	36.46dB

	Resulted Bandwidth
	257.93kb/s
	257.19kb/s
	256.13kb/s
	255.99kb/s
	255.87kb/s


Table 13 Experimental Results for 128kb/s, IBBPBB and RDO=off

	sequence
	mobile
	paris
	bike
	hall
	goldfish

	Average PSNR
	26.41dB
	32.14dB
	31.00dB
	37.90dB
	32.30dB

	Resulted Bandwidth
	128.38kb/s
	127.94kb/s
	127.94kb/s
	128.64kb/s
	128.46kb/s


6. Conclusion.

An adaptive rate control scheme is provided for JVT by introducing a concept of basic unit.

Our scheme is based on a lucky buck buffer and is thus conformed to HRD. Moreover, it is applicable in both the VBR case and the CBR case. It is applicable regardless of choice of basic unit. Different coding results can be achieved by choosing the basic unit.

7. References.

 [1]
H.J.Lee and T.H.Chiang and Y.Q.Zhang. Scalable Rate Control for MPEG-4 Video. IEEE Trans. Circuit Syst. Video Technology, 10: 878-894, 2000.

[2]
A.Vetro, H.Sun and Y.Wang. MPEG-4 rate control for multiple video objects. IEEE Trans. Circuit Syst. Video Technology, 9: 186-199, 1999.

[3]
J. Ribas-Corbera and S.Lei. Rate control in DCT video coding for low-delay communications. IEEE Trans. Circuit Syst. Video Technology, 9: 172-185, 1999.

[4]     MPEG-2 Test Model 5, Doc. ISO/IEC JTC1/SC29 WG11/93-400. Apr.1993.

[5]     Z. G. Li, Lin Xiao, C. Zhu and Pan Feng. A Novel Rate Control Scheme for Video Over the Internet. In Proceedings ICASSP 2002, Florida, USA, 2065--2068, May 13-17, 2002.

[6]     Chi-Tsong Chen. Linear system theory and design. Rinehart and Winston, New York, 1984.           

[7]     Joint Video Team (JVT) of ISO/IEC MPEG and ITU-T VCEG Document JVT-B118R2, 2002-03-25. 

[8]  Thomas Wiegand and Bernd Girod. Parameter Selection in Lagrangian Hybrid Video Coder Control, ICIP 2001.

(Append for Proposal Documents)

JVT Patent Disclosure Form

	International Telecommunication Union
Telecommunication Standardization Sector
	International Organization for Standardization
	International Electrotechnical Commission  

	[image: image67.wmf]
	[image: image68.png]1S0
NS




	[image: image69.png]





Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:

JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA

Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Institute for InfoComm Research
	

	Mailing address
	21 Heng Mui Keng Terrace

Singapore 119613
	

	Country
	Singapore
	

	Contact person
	Zhengguo LI
	

	Telephone
	
	

	Fax
	+65 6774 6874
	

	Email
	ezgli@lit.a-star.edu.sg
	

	Place and date of submission
	Singpaore, Dec. 2, 2002
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	
	

	Title
	
	

	Contribution number
	
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)

	
	

	[image: image70.wmf]
	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,



	[image: image71.wmf]
	2.1
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.

	
	

	[image: image72.wmf]
	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.

	
	

	
[image: image73.wmf] 


	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.

	
	

	[image: image74.wmf]
	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	
[image: image75.wmf] 


	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.



	[image: image76.wmf]
	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:



































































File:JVT-F019.doc
Page: 2
Date Saved: 2002-12-02

_1099389882.unknown

_1099393547.unknown

_1100353076.unknown

_1100353079.unknown

_1100353294.unknown

_1100353293.unknown

_1100353078.unknown

_1100153722.unknown

_1100352600.unknown

_1100352624.unknown

_1100342944.unknown

_1100342945.unknown

_1100342941.unknown

_1100342940.unknown

_1100152592.unknown

_1100153721.unknown

_1100152457.unknown

_1099392347.unknown

_1099392414.unknown

_1099393175.unknown

_1099393546.unknown

_1099392439.unknown

_1099392361.unknown

_1099391654.unknown

_1099391811.unknown

_1099391827.unknown

_1099391761.unknown

_1099390162.unknown

_1096722087.unknown

_1096813685.unknown

_1096891260.unknown

_1099389581.unknown

_1099389609.unknown

_1098191512.unknown

_1099389533.unknown

_1098191223.unknown

_1096891183.unknown

_1096891232.unknown

_1096891169.unknown

_1096797851.unknown

_1096813682.unknown

_1096813683.unknown

_1096813599.unknown

_1096805208.unknown

_1096787479.unknown

_1096787525.unknown

_1096722931.unknown

_1094479278.unknown

_1094480366.unknown

_1095973636.unknown

_1095975166.unknown

_1094542322.unknown

_1094900888.doc



_1095162081.doc



_1094542393.unknown

_1094480957.unknown

_1094479335.unknown

_1094480337.unknown

_1094479316.unknown

_1094479018.unknown

_1094479089.unknown

_1094372661.unknown

_1094478953.unknown

_1092132730.unknown

_1092132843.unknown

_1092126475.unknown

