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0.0
Proposed Starting Order of Subjects

Thursday 5 Dec:

1. Administrative and overview

2. Ad hoc reports not allocated elsewhere

3. Editorial [incl. JVT-F082]

4. Multi-subject contribution overview & planning [TK & Natan]

5. Frame/field [side activity requested – Sheng Zhong]

6. Picture order count [side activity requested – Miska]

Friday 6 Dec order plan:

1. JVT-F082

2. Inter prediction

3. Weighted prediction

4. DPB management

5. Picture boundary detection

6. Slice header and parameter set syntax

7. Picture order count

8. Frame/field [Break-out 2pm Friday 6 Dec]

Saturday:

1. Slice header and parameter set syntax

2. Intra

3. FMO - done

4. Multi-subject [start here Sunday]

5. CABAC

6. HRD

7. Parallel decode - done

8. Frame/field revisit

9. Picture order count revisit

10. DPB management revisit

11. Weighted prediction revisit [Sat 10a break-out Rm 406]

12. Inter prediction revisit

13. SEI

14. Joint model

15. Demo, perf analysis, interop tests

16. Profiles, levels, and limits

Sunday plan:

1. Multi-subject

2. CABAC

3. HRD

4. etc.

Monday plan

1. Inter prediction (3:00 pm)

2. General open issue revisiting (6:30pm)

3. SEI (9:00 pm)

4. Note: Verification testing starts at 5:30 pm Tuesday

5. Profiles, Levels, Limits ( Tuesday

6. Joint model ( Tuesday

7. Demo, perf analysis, interop tests ( Tuesday

Tuesday 

1. General issue revisit

a. MV scaling 9:30 - closed
b. Implicit weighted pred 10:00 - closed
c. B-S adaptive MC 10:15 - closed
d. CABAC 10:30 - closed
e. [Lunch]

f. Picture parameter set syntax (JVT-F078) 2:00 - closed
g. PCM 2:05 - closed
h. Intra  2:20 - closed
i. POC 2:45- closed
j. HRD - closed
k. Picture boundary detection - closed
l. Ref pic buffering - closed
m. Multi-subject

n. SEI

2. Profiles & levels & limits

a. limits on minimum compression ratio 

b. offset and slope of bin-to-bit ratio limitation Thursday morning

Meeting room: Fri & Sat 311 (3F), Sun Reception Hall B (2F), Monday-Friday Amphitheater (B1F/1F) Break-out: 309 (possibly 306)

6:30p Wednesday social

Westin 8am(10a & 11am(1pm buses to Kansai 2kYen

Thursday:

1. JNB & Multi-subject (9a)

2. SEI (10a)

3. Review [HRD, DPB, Weighted pred] (11)

4. Profiles (2:15)

5. Levels & Limits (4:15)

6. New input docs 

7. Resolutions, planning (5p) [tech final but requiring checking, respond to MPEG JVT-F021 Prof just, output SoFCD, draft DoCR, call for bitstream exchange, Mar, not July, 30 vtest Oct. Brisbane, not Dec, conformance CD July, ref software (copyright) July WD, test plan, complexity analysis, LS to ITU-T, editing schedule, JVT schedule, Info – where to find ref s/w, AHG formation]

8. Joint model, ME, RC, Demos, Perf, Verif [output], Test Seq (6p)  ( Note

9. Review & revisit (7p)
Agreed to request AHGs on software and bitstream exchange to make information, including scheduling and logistics, easily available to parties interested in those activities.

Editing 9am breakfast.

1.0
Administrative

JVT-F-TD00r0 Info [Sullivan+] Invitation to the Meeting

JVT-Fxxx.dot* Info [Sullivan+] Document Template

JVT-F000 Info [Sullivan+] List of Documents

JVT-F001 Report [Sullivan+] Report of Awaji JVT Meeting (#6)

JVT-F002 Report [Sullivan+] Report of Geneva JVT Meeting (#5)

A self-contradiction problem is noted in the meeting report of the October 5th (Geneva) regarding CPB buffer size and bit rate, particularly for levels 3 and 4.  Our understanding is that the notes in the meeting report were preliminary discussion results that were later modified by the group and that the intended result of the meeting is contained in the output document on this subject as reflected properly in JVT-E146d37.  We are not 100% sure of this.

JVT-F003 Report [Sullivan+] List of Awaji Participants

JVT-F004 Report [Sullivan+] List of JVT Experts

JVT-F005 Report [Sullivan] AHG Report: JVT Project Management

Draft produced from last meeting…

2.0
Ad Hoc Reports Not Allocated Elsewhere

JVT-F006* Report [Wiegand+] AHG Report: Text & S/W Editing

Text: JVT-E146d37 was produced as the output of the Geneva meeting.  That draft has the status of "Study of FCD" in the MPEG parent body

JVT-F082 is submitted by the editor for consideration as an improvement relative to that draft (including change marks relative to JVT-E146d37), particularly in the area of intra prediction and inter prediction subclauses (esp. in areas related to MB-AFF and frame/field handling).

Software: Significant progress including with regard to high-level syntax.

Suggestion to focus on subclauses 6.4.11 – 6.4.14 and 8.4.

JVT-F009* Report [Marty] AHG Report: Memory Bandwidth/Access Issues

There was no activity on the reflector.  However, there are several contributions to this meeting in this area of activity (incl. JVT-F024, JVT-F033, JVT-F037, and others).

3.0
IPR & Royalty-Free Baseline Goal

JVT-F015 Report [Sullivan] JVT IPR Status Report

No significant difference reported in current IPR reporting situation relative to what is noted in the Geneva input IPR status report and in the notes in the Geneva meeting report on the subject.  It is noted that formal reports to the parent bodies are necessary now and that some such reports have arrived to the parent bodies in the interim period since the last meeting.

JVT-F052* Info. [Lindbergh] US Support for H.264/AVC Royalty-Free Baseline (M9164)

Contribution submitted as information regarding US position and activity at recent ITU-T SG16 meeting.  To clarify, the position described as a US position this contribution is the position taken by the US government through its Department State, as distinct from any position taken by the US TAG to WG11 (an entity separate from the US government's Department of State).  The document reports on the US position and the events at the ITU-T SG16 meeting in response.  The US position taken was to support and advocate the achievement of a royalty-free baseline profile for the H.264/AVC specification.

JVT-F053* Comment [Lindbergh++] Support for H.264/AVC Royalty-Free Baseline (M9163)

Contribution from a large number of companies (Apple Computer, Inc. (USA), British Telecommunications plc (UK), Broadcom Corp. (USA), Cisco Systems, Inc. (USA), Conexant Systems, Inc. (USA), Deutsche Telekom AG (Germany), Ericsson (Sweden)*, FastVDO LLC (USA) , Glance Networks, Inc. (USA), Nokia Corp. (Finland), On2 Technologies (USA)*, Polycom, Inc. (USA), RADVISION, Inc. (Israel), SANDVIDEO (USA), Siemens AG (Germany), Sun Microsystems, Inc. (USA), Tandberg (Norway), Teles AG (Germany), Texas Instruments, Inc. (USA), UBVideo (Canada), VCON (Israel), VideoLocus Inc. (Canada), ViXS Systems Inc. (Canada), VWeb Corp. (USA)) to support and advocate the achievement of a royalty-free baseline profile for the H.264/AVC specification.

Notes also positions taken in support of the royalty-free baseline profile goal by US, Germany, and Norway governments at the recent ITU-T SG16 meeting.

JVT-F056* Comment [Lindbergh++] JVT and the Royalty-Free Baseline Goal (M9166)

Indicates an assessment that the royalty-free baseline goal can be achieved with little or no impact on other goals of the project and advocates action toward that goal.

4.0
Editorial

JVT-F026* P2.0/3.1 [Viscito] Chroma Intra Prediction Text Description

The content of this contribution is reflected in JVT-F082.

JVT-F051* Prop.(Ed.) [Wang, Han.+] Editorial Changes to JVT-E146d37

Editor is requested to act on this input.

JVT-F082-L* Prop.(Ed.) [Wiegand] Editor's Proposed Revision of JVT-E146d37

Includes change marks relative to JVT-E146d37 output from Geneva.

Action 12/04: Need CABAC initialization indicator in slice header.

Review for consideration and agreed as starting basis for this meeting.

Discussion re inverse scanning processes (subclause 6.4), types of decoder conformance.

5.0
Profiles, Levels, & Limits

Profile Definitions

Also see JVT-F021 MPEG parent body input subjects 1 (naming) and 2 (baseline commonality).

Hierarchical relationship: Study the complexity re making Main a superset of Baseline

Desire to have a strong application need for definition of a profile.

Profile "X" ( "Core"?  No; ( "General"; ( ?

"Extended" – Agreed.

Agreed that profile_idc and level_idc shall be u(8) each.

USNB-G-3: MB-AFF

As noted elsewhere, MB-AFF is agreed to be in Extended profile for levels 2.1 and above.

JVT-F096-L Comment [KNB] KNB Comments on AVC

Proposes adding a couple of FMO types Main profile.  No action taken in that regard.

Note: Does not achieve superset structure
JVT-F032* Prop.(Rem) [Syed++] Removal of CAVLC from Main Profile

A proposal from many companies (Broadcom, LSI Logic, Time Warner Cable, Conexant, Motorola, Scientific-Atlanta, IBM, Thomson, and CableLabs) to remove CAVLC from Main profile.  Remark: That creates no common entropy coder in different profiles.

JVT-F084* P2.0/3.1 [List] A main_profile_conformance_flag for Baseline Pr.

Proponent satisfied by USNB-7-12 adoption.

USNB-7-12: Asking for a form of cross-profile compatibility without specifically asking for a fully-hierarchical profile relationship.  Agreed to require Main profile decoders (in addition to Extended profile decoders) to be capable of decoding Baseline streams with all three of these features turned off.

Should we call this a profile?  No strong application request for such a profile.  No desire to specify an extra combination with claims of conformance.  The "Klagenfurt compromise" has enabled a tough consensus to be achieved to the satisfaction of the interested parties, and there is no strong interest expressed for a 4th profile.
USNB-FCD-31: Adding 4th profile containing the features common to all current profiles. Is this US comment really only asking for some form of cross-profile interoperability (like USNB-FCD-7-12) or is it really asking for a profile?

Summary: Four proposals (JVT-F021, USNB-FCD-7-12, USNB-FCD-31, JVT-F084) and JVT Terms of Reference indicating to enable defining an identifiable common subset of all profiles, and one proposal (from a number of companies) that disables it.
Reasons for removing CAVLC from Main:

1. No benefit in coding efficiency

2. Reduce decoder complexity (really?) & verification effort

3. Reduce conformance defect risk

Reasons for keeping CAVLC in Main:

4. Enables cross-profile interoperability if a common subset is agreed
5. Enables a form of encoder complexity scalability

6. The JVT Terms of Reference
What evidence do we have really that CAVLC is a real major problem for Main profile decoders? No clear evidence.  Evidence of a serious burden is strongly requested.  In the absence of such evidence, we cannot take this action to remove CAVLC from Main profile.

What evidence do we have really that CABAC is a real problem for other profile decoders?  One example optimized implementation (Joch) reports 4x complexity, CABAC is a 30% extra burden (40% versus 10%) on some architectures.

How about using the binarizations of CABAC in Baseline and X profiles in addition to CAVLC and requiring Main to decode the raw binarizations?  How much does this drop coding efficiency of Baseline and X?  One rough guess at results would be reduction of 15-25% coding efficiency in Baseline and X profiles.

Remark: Why is it not possible to include FMO, ASO, and RS in Main profile?

Remark: Why is it not possible to take FMO, ASO, and RS out of Baseline profile?

Level Definitions

Levels Below 2

JVT-F070* Prop.(Lev) [Frojdh+] Levels for Low-Resolution Mobile Video

JVT-F046* P2.0/3.1 [Hannuksela+] Levels for Mobile Applications

Current lowest levels:

	Level #
	Max Sample Processing Rate (MB/s)
	Max Frame Size MaxFS (MBs)
	Decoded picture buffer memory MaxKB (1024 bytes)
	Max Video
Bitrate (1000 bits/sec)
	Max CPB Size
(1000 bits)
	Vertical MV Range 
(full samples)

	1
	1 485
	99
	148.5
	64
	175
	[-64,+63.75]

	1.1
	2 970
	396
	891.0
	128
	325
	[-128,+127.75]

	1.2
	5 940
	396
	891.0
	768
	2 000
	[-128,+127.75]

	2
	11 880
	396
	891.0
	2 000
	2 000
	[-128,+127.75]


Proposed lowest levels:

	1
	1 485
	99
	148.5
	64
	175
	[-64,+63.75]

	1.1
	3 000
	396
	337.5
	192
	500
	[-128,+127.75]

	1.2
	6 000
	396
	891.0
	384
	1000
	[-128,+127.75]

	1.3
	11 880
	396
	891.0
	768
	2 000
	[-128,+127.75]

	2
	11 880
	396
	891.0
	2 000
	2 000
	[-128,+127.75]


Agreed
Level 3

See JVT-F035 32 MV per two consecutive MBs for level 3

See JVT-F024 Proponent recommends keeping the current 16 MV limit above level 3 and, if a constraint is needed on level 3, a 32 MV limit per two MBs for level 3.

32 MV limit per two consecutive MBs Agreed.

Is the 16 MV limit per two consecutive MBs above level 3 too tight?  How about 17 or 18? (easing motion block size selection)

Remark: See JVT-E091r1 for complexity analysis of the issue.  Let's stay with 16.  Agreed.

Remark: Could the 16 MV limit have been affected by sub-macroblock intra?  Reply: JVT-E052r1 did account for disabling of sub-macroblock intra and proponent reports that perceptual quality as well as coding efficiency in his analysis.  Cross-verification in Geneva reported in JVT-E028 and JVT-E065. Remark: With sub-macroblock intra, the quantity of 16-limit violations would have been less.
JVT-F065* P2.0/3.1 [Suzuki+] Direct Mode for SD and HDTV

Resolved per notes elsewhere.

JVT-F066* P2.0/3.1 [Suzuki+] Restriction of MC Block Size for SDTV

Proposes level 3.1 restriction on bi-pred block size to be imposed at level 3.

USNB-8-35 direct 8x8 inference

Agreed to limit direct bi-pred block size, requiring the inference flag to be equal to 1.

In regard to other bi-pred operation, agreed not to impose an 8x8 minimum block size.

Note: If we impose the 32 MV limit per two consecutive MBs, adopted above, it would be much more difficult to obey that limit without also have direct 8x8 inference.

USNB-A-10 requests 10 Mbits/s at level 3

Agreed Level 3 CPB buffer capacity 8,000,000 ( 10,000,000, Bit rate 8,000,000 ( 10,000,000

JVT-F029 also requests no more than 20 Mbits/s limit at level 3.1 and 3.2

(Level 3.2 is OK with this request)

Agreed Level 3.1 (720p30, 480p60) CPB buffer capacity 14,000,000 ( 14,000,000, Bit rate 20,000,000 ( 14,000,000

Levels 4 and above

JVT-F029 also requests 20 Mbits/s limit at level 4.

Agreed
USNB-A-10 requests 50 Mbits/s at level 4

Created Level 4.1 with 50 Mbps

USNB-FCD-33: requests higher bit rate at level 4

Created Level 4.1

USNB-NEW-2: Request for new level 4.1 50 Mbits/s

Agreed
JVT-F042* Prop.(Lev) [Moccagatta] Changing Maximum Bit Rate of Level 4

Request increase of level 4 bit rate to 30 Mbits/s.  Proponent OK with 4 and 4.1 instead.

JVT-F016* Prop.(Lev) [NIMA/MISB] US DoD MISB Proposal on Very High Levels

Created Level 5 and 5.1

JVT-F018* Prop.(Lev) [McMahon] Level Harmonization Study and Proposal

Agreed Level 4 max bit rate 20 Mbits/s, CPB buffer capacity 25,000,000

Agreed add level 4.1 max bit rate 50 Mbits/s, CPB buffer capacity 62,500,000 bit CPB buffer capacity, otherwise the same as level 4.

Level 5 was too high

Level 5: Agreed 21,696 MB/pic, Bit rate and CPB capacity 135 each, 40,680 reference memory, MB rate 552,960 (MV range and num MVs same as level 4)
No MB-AFF and no field pictures at level 5 and above (still must decode lower-level bitstream).
Agreed Level 5.1: 983,040 MBs/sec, 36,864 MBs/pic, 69,120 MB ref mem, 240 Mbits/sec, 240 Mbits CPB capacity, otherwise same as level 5.
Limits

For Baseline Profile and for all levels below 2.1 of any profile a CPB/DPB conformant decoder shall not be required output fields. Agreed.

USNB-E-2: 400 byte limit on Max bits per MB

Already acted upon in Geneva.

Also see JVT-F076 Spread-out restriction

No consensus to put this limit in Main Profile

Consensus to put it only in Baseline and Extended Profiles at Levels <= 3.

Limit is : Total number of bytes in the Luma pixels in the bounding rectangle for motion compensation on each 8x8 partition is no more than 576. Accepted
Direct 8x8 inference for the Extended Profile now need to apply to all levels? Accepted
JVT-F029* P2.0 [Zhong+] Limits: Max Slices/Pic, Max B.R., Max #SGs

Proposes Max slices per picture = PicHeightMBs * 3 for level 3 and above

Proponent doesn't mind if this is Q * MaxMBperSec * DeltaT  (time between decoding of two successive pictures).

Accepted the formula:

Slice Rate (No. of Slices per sec measured over frame period) < Q * MaxMBperSec * DeltaT;

Q = 1/22 for Level 3,  (Change Q such that there are 72 slices in 1 576 (PAL) line frame.

Q= 1/60 for 3.1, 3.2 and 4. 

For levels >= 4.1, Q will be calculated by the editors such that maximum number of 1500 byte packets per coded slice for max compressed bit rate will be around 0.5.

Main Profile only? Yes. 

Accepted
Limit Max number of slice groups to 4. Not Accepted.
JVT-F054-L* P2.0/3.1 [Viscito] Limits: MB-Level Limit on bins for CABAC

Also see JVT-F039 subject 4. Bin-to-bit ratio

Proposal 1 (by CABAC break out group) 

Max Number of Bins in a Pic = (4/3)*Number of code bits per picture + 96* Number of MB in a pic. Accepted.
(4/3)*10M/30 + 96*1350 = 574,000

574,000/1350 = 425 bins/MB

Proposal 2 (JVT-F054) 7402 number of binary symbols / MB for Intra 4x4 block, Qp of 8 simulation – about 5000 => 4Mbits per picture, For Qp of 18 > 3266 (SD). Proposal : 3200 bins per MB. Not Accepted – accepted Proposal 1.

JVT-F072-L* P2.0 [Marty+] Limits: Max #Slices, Min Comp. Ratio, Bin Rate

Proposes Max slices per picture = NumMBsInPic / DEN, where DEN=45 for level 3, DEN=120 level 3.1 and above (one slice per row of 720x480

Accepted: See JVT-F029

USNB-NEW-3: Max slices in picture and/or min MBs in slice

Remark: Min MBs in slice prevents using small "left-over" slices and is therefore not a good thing.

Remark: This limits the number of bits per macroblock for small packet size use.

Remark: But it can help with pipeline processing.

Remark: Consider macroblock per second speed.  Make the limit something like the bits per picture limit.

Conclusion: Max Slices/pic specified. No need for min MBs in slice.

JVT-F081-L Prop.(Lev) [Wiegand+] Number of Allowed Reference Frames

Proposal: keep the memory requirement the same but allow larger number of maximum reference frames than limited in current draft. Request to increase the maximum number of reference pictures from 15 to 150. Remark: reduce to 30.

Conclusion: Withdrawn

Need a clarification on do we need a limit on maximum number of non-reference frames from DPB point of view? Yes. Maximum number of combined (reference and non-reference frames) is 16.

Also see JVT-F021 MPEG parent body input subjects 1 (naming) and 2 (baseline commonality).

Min Compression Factor:

Max bits per pic = Z*K*Max MBs per sec * delta T (time distance between two consecutive pictures)

K= 8*384, Z = 0.5 (for 2:1), for Level 3

                       0.25 (for 4:1) for Level = 3.1, 3.2, 4.0


          0.5 for level >= 4.1

Accepted.
(for levels below 3, presume this stays at 0.5)

6.0
Frame/Field Handling

Also see multi-subject contribution JVT-F014 subject 18 content on the topic of frame/field handling.

JVT-F020* P2.0/3.1 [Horowitz+] Frame/Field Aware Picture Parameter Sets

Two elements to proposal: 1) Allow MB-AFF in some pictures of sequence without using it in all pictures, 2) merge MB-AFF mode bit with field_pic_flag into the picture parameter set level (saving 1 bit per slice and allowing parsing of the FMO map)

Note: As currently drafted the design requires the field_pic_flag in all slices of a picture to be the same (this is expressed in the draft just before subclause 7.4.3.1 of JVT-E146d37).

Alternative solution to basic problem: Allow field pictures only when MB-AFF flag is set to 1 (requires that all profiles supporting field pictures also support MB-AFF).

FMO contribution JVT-F063 contains a third alternative solution.

Alternative solution adopted in response to JVT-F063 as noted in that section.

JVT-F027* P2.2.1/3.1 [MacInnis+] Loop Filter for MB-AFF

In FCD, the deblocking filter switches between frame and field filtering.  In Geneva output, it is all frame-based.  If there is strong horizontal motion, the frame-based filtering is asserted to blur the content of two fields together inappropriately.

Proposal: Interior to the MB pair, filter the edges within the current MB as it is structured (not rearranging into a frame structure first).  Left neighbor – filter using the lines of the neighbor corresponding spatially to the lines of the current MB.  Upper neighbor: If the two MBs are in the same frame/field mode, filter using the lines of the neighbor with the same structure as for the current MB.  If the two MBs are in different modes use the lines of the neighbor in the mode in which the neighbor was coded with the lines of the current MB.  This last aspect makes the deblocking filter correspond to the block coding structure of the original content.

This filters twice the region of a frame MB pair above a field MB pair.

The bottom of the top field MB above a frame MB pair is not filtered.

Generally agreed that some aspects of the FCD seem like a better starting basis than the Geneva draft in this area (esp. for the interior edges).

Proposal & review from break-out activity Friday 6 Dec:

Primary problem with current design is frame-based filtering of field block structures.  Avoid that.

1. Interior edges – code in mode in which the MB was coded

2. Left edges – filter with corresponding spatial line of left MB pair

3. Top edges when in same MB pair mode – filter in the MB pair mode

4. Top edges when in different MB pair mode – filter in field mode

5. Do not use Bs=4 in MB-AFF unless both MB pairs in frame mode, use Bs=3 in those cases instead (Bs=4 is particularly problematic due to reach across a 4x4 region when filtering a frame-coded samples in field mode)

6. QP – use the QP of the samples being filtered

7. Order – filter in decoding order (MB pair order)

Agreed.

JVT-F036-L* Info. [Gandhi+] Analysis: More Results on MB-AFF Perf.

Results using MB-AFF and CABAC.  Significant bit rate savings on some sequences (e.g., sometimes 14%+ versus picture-level-AFF).

Also see information/evaluation contribution in JVT-F060.

JVT-F088-L* Info. [Jeon+] Results of Scans for Luma DC in Intra 16x16

JVT-E146d34 included editor's note questioning field scan in intra 16x16 field mode.  JVT-E146d37 specifies to use field scan in intra 16x16 mode MBs.  Experiment shows (very) small loss in quality (0.03% BD-BR and 0.002 dB BD-PSNR) for not doing as in JVT-E146d37.  1% difference if counting just the effect on the coding of intra DC coefficients.  No change advocated.

7.0
Inter Prediction

Remark: (Motorola) Do we scale MV's for skip in P? (8.4.1.4.1 of JVT-082).  No, we don't scale and we use a zero reference index.  Remark:  predicting the reference index might yield a slight benefit.  No change.

Motion Compensation Rounding

JVT-F085* P2.0/3.1 [List] Unified Interpolation Scheme within H.264/AVC

Advocates same as JVT-F014 and JVT-F074 with regard to motion comp rounding.  Also says to do this elsewhere if we find it elsewhere in the spec, but does not indicate that any such other places exist.

See also relevant comments in JVT-F014 Subject 10 (for motion comp) and JVT-F074 (for motion comp).

Adopted.
Spatial Direct 8x8 Motion Inference

JVT-F025* P2.2.1/3.1 [Tourapis+] 8x8 Block Restriction in Spatial Direct Mode

Not present.  Reviewed in absentia.

JVT-F030* P2.0 [Zhong+] Limit: Min Luma Block Size for Direct Mode

These two contributions (JVT-F025 and JVT-F030) appear to advocate the same technical change, which is to apply 8x8 block motion inference from smaller block-size motion for spatial direct mode in the same manner as it is applied to temporal direct mode.  Uses the same flag as used for temporal.

Adopted.
Question: Do we force the flag to be equal to 1 for levels containing the 8x8 minimum block size restriction?  Yes – agreed.  Tie to resolution or to level number?  Also left the tying method open at the last meeting.  Tying it to level number is OK.  Agree to make sure it is clear in the text that it will not necessarily be OK to label a bitstream for level XYZ as being a bitstream for level XYZ+1 (at least with regard to block size of direct mode and number of MVs per consecutive MBs).

MV Prediction in B Slices

JVT-F073* P2.2.1/3.1 [Joch+] Cleanup of MV Decoding Process in B slices

Subject 1: Avoiding cross-list dependency in motion vector prediction

There are issues with regard to degree of testing of the description in the JVT-E146d37 text for B slices.  Remark: There are changes in JVT-F082 to reflect the editor's understanding of the intent with regard to the JVT-E146d37 design, which is that the prediction of motion vectors in B slices is "agnostic" to the list in which the picture was used for reference.  Question: What is in the reference software?  Can the prediction of a motion vector for list 0 involve motion vectors used for list 1?  In the reference software, only list 0 MVs are used for list 0 MV prediction (similar for list 1), and the software is not capable of using the full flexibility of the design (what is implemented is a subset of the design).  For the tested cases, there is no difference between JVT-E146d37 and JVT-E082.  The contribution focuses on the other cases.

Contribution expresses a need for clarification of temporal direction to be based on POC.

When neighbor block has two reference pictures that are in same temporal direction, the "motion vector associated with the temporally closest reference picture" phrase in JVT-E146d37 text – closest to what? (to the current picture or the reference being used for coding the current block?).  JVT-F082 uses the second interpretation.

Logic for selection of which motion vector to use was shown and characterized as somewhat complex, not entirely sensible, and untested.

Noted that spatial direct mode uses only one list or another, but motion vector prediction has cross-list interactions.

Advocated to not use cross-list dependencies in the motion vector prediction process.  Use only list 0 motion vectors for list 0 motion vector prediction (and similarly for list 1).  With current software, both descriptions are equivalent in result.  New simulations show no significant difference in quality for whether or not to use cross-list prediction.  Simplifies the design, easier to describe, easier to implement, seems to make more sense, harmonizes description toward the design of P picture motion vector prediction.  Perform motion vector prediction within same list regardless of temporal direction of references.  Adopted.

Subject 2: Scaled motion vector predictor

Used for generating a prediction of a list 1 motion vector when both reference pictures are in same temporal direction, based on the value of the list 0 motion vector in the same block (using divides).  Used only for bi-prediction when both reference pictures are in the same temporal direction.  This is a special case of the motion vector prediction using only list 0 of current block for prediction.  Uses "Z-factor", but with a different denominator than used for the other two uses (temporal direct and implicit weighted prediction) of divide operators (requiring extra division operations).  Reported to complicate R-D optimization in encoder.  Scaling process can create large differential motion vectors, especially with pictures that are a relatively large distance apart.  This scaling operator introduces POC dependency in spatial direct mode, while spatial direct mode was intended to be POC-independent.

Proposal is to not use scaled motion vector prediction, especially for spatial direct mode.  Experiment results show negligible difference with B pictures using temporally-forward prediction all the time.  More experiment results expected.

Later, new experiment results tried to create cases where the scaling would be used frequently – similar to the Bs (B-stored) image implementation in the software, using all reference pictures being in the past.

Scaling actually appeared to cause a small net loss in the resulting quality.  Recommends removal of the scaling in both cases (temporal and spatial).  Agreed to remove MV scaling.

Temporal direct can also "boost" the value of motion vectors.  Clip range of Z factor to [-1024, +1023]. Agreed.  MVD may need to be used to bring the motion vector back into the proper range – that is only an encoder issue.

Subject 3: Temporal direct mode

MV1=MV0-MVi instead of W=Z-256 and calculation of MV1 from W.  Agreed.

(Sign mistake? Gary will get Alexis to look at latest draft.)qq

Subject 4: Implicit weighted prediction

See notes in other section on weighted prediction.

Analysis

Also see JVT-F035.

JVT-F024* Info [Linzer] Memory Bandwidth Reduction Analysis

Ways to approach memory access issues: shorter filters in some cases, limiting the number of motion vectors, or limiting the spread-out of motion vectors.

Used Saroyan JVT-E093 (original version) method for analyzing DMA, reported by presenter to be a good rough method of analysis of the problem.  Remark: A new "r1" version of the JVT-E093 spreadsheet is available and might be more realistic.

Did not measure aspects of number of computations – only memory access.

Did not assume minimum bi-pred block size of 8x8 (a constraint imposed in the Geneva output at levels 3.1 and above).

Worst case is bi-directional 4x4.

Two types of analysis approaches reported.

The contribution concludes that limiting the number of motion vectors in two consecutive macroblocks is the most effective method of memory bandwidth reduction.  Recommends this approach to memory bandwidth reduction as both the most effective and "cleanest" design (not requiring imposing different kinds of limits together or switching between multiple types of motion interpolation while decoding).

Proponent recommends keeping the current 16 MV limit above level 3 and, if a constraint is needed on level 3, a 32 MV limit per two MBs for level 3.

Remark: Motion vector spread constraint is not primarily motivated for reduction of memory bandwidth but number of reference block fetches – which is a problem on some architectures.

JVT-F035* I2.0/3.1 [Boyce+] Limits: SD Complexity Limitation Experiments

Geneva output has limit of 8x8 or higher bi-pred block size and no more than 32 MVs per two consecutive MBs at levels 3.1 and above.

Tested on Rugby, Canoa, and downsampled Fireworks sequences.  5 ref pics, MB-AFF, PBB, spatial direct, +/-32 search, CAVLC.  99th percentile: 15 MVs, 100th percentile 26 MVs.

This data supports a limit of 32 MV per two consecutive MBs for level 3.  Would also recommend requiring the 8x8 direct mode inference operation.

Such a limit would have no effect on P slices.  A limit of 8x8 or larger bi-pred block size would be more restrictive than the 32 MV limit recommended here.

Three kinds of limits discussed in re this presentation: min bi-pred block size, 8x8 direct mode inference, and # MVs per two MBs, recommending the latter two.

Motion Vector Spread-Out

JVT-F076* Info. [Joch] More Results for MV Spread Restrict. (JVT-E041)

Cross-verification and further results on JVT-E041 limitation of restriction on spread of motion vectors.  Limits to one DMA request per 8x8 region per component (a factor of four reduction relative to no restriction).  Primary motivation is not memory bandwidth reduction, although it has a benefit in that area as a side-effect.  The DMA quantity issue is an important consideration on some architectures (not others).

Limit of 484 bytes (spread limit of 5 samples) or 676 bytes (spread limit of 7 samples).  PSNR loss 0.003 dB.  Three frame-level AFF SD resolution video and also common conditions lower resolution progressive tests.  P pictures only +/-32 search (since 8x8 block size limit is already imposed for bi-pred in B).  Plan to show more results with coding every third frame rather than every frame.  Fewer small block selections are expected to be likely for B pictures, so the P picture case is the focus of this analysis.

Limit of 484 bytes is recommended by proposal for level 3 and below.

Proponent supports min bi-pred block size and 8x8 direct mode inference for level 3 and below.  Noted that those limits would be needed if the spread restriction was imposed.

Remark: Visual effect on attainment of "clean edges" at boundaries of moving objects (something that may not result in a large quantity of use but might avoid artifacts).

Visual effect: CIF/QCIF common conditions available.

Done – see Profiles, Levels & Limits section.

Altering Motion Compensation Interpolation & MV Storage

Also see JVT-F089 (USNB) addendum.

JVT-F062* P2.2/3.1 [Abe+] Complexity Reduction of Memory for B Picture

Subject 1: Comparison of spatial and temporal Direct Mode (No action requested)

Provides results on some SD and HD sequences.
3 ref pic, +/-32 MV search

QCIF, CIF, SD, HD results – sometimes one type of direct mode significantly better than another.  Up to 20% difference.

Slow motion is where the temporal case is significantly preferable.

No action requested.

Subject 2: Storing motion info only for the last decoded picture

Based on JVT-E076.  Current temporal direct – all MVs must be stored for each decoded reference picture.  Quantity of picture data storage: 11% at low levels, 3% for levels at which 8x8 motion inference is used.  This would reduce that amount of extra storage by dividing it by the number of reference frames.

Stores the motion data for P slices and does not store the motion data of B slices.

Would need to sometimes use spatial direct where temporal would be preferable, but not at other times, so performance would be somewhere between the temporal and spatial cases.

Not adopted.

Subject 3: Alteration of bi-predictive motion compensation filtering

Proposes using a 2-tap filter for motion interpolation in bi-prediction (still a two-stage filter operation for , but two taps in each stage).  Remark: This does not alter P picture operation (so bus bandwidth still needed for the P pictures).

Some QCIF, CIF, SD, and 720p, max loss 2% BDBR.  Detailed results? Not shown.  Subjective results? Some low-res results shown.

Not adopted.

JVT-F033* P2.2/3.1 [Suzuki] Simplification of JVT-D110 (B-S Adap. MC)

A simplification relative to a prior proposal.

Proposal is for 8x4, 4x8 and 4x4 motion to only use integer vertical motion.  Especially for levels 3.0 and below, but potentially for all profiles and levels.

Test results JM5.0 some QCIF, CIF, (no SD results), HHR, 720p (1 sequence, motion search range 32), 1080i (1 sequence, motion search range 16) from conditions for memory bandwidth access issues prior to Geneva meeting.  Max IPPP loss 1.3% BDBR for Mobile & Calendar.  Max IBBP 1.4%.  No subjective difference reported.

Reported average reduction of memory bandwidth in experiment results ranging from 4% to 19%.  Less savings than this was shown for limiting the number of motion vectors in consecutive macroblocks.  Remark: These are statistical rather than worst-case savings analysis.  Remark: Statistical benefit might be good for power savings in mobile devices.

Worst case analysis: 30-40% reduction reported using Siroyan original method.  Remark: Some question over the correctness of this analysis – did not appear to use the Siroyan method correctly.

Remark: For field motion in MB-AFF, the full-pel motion in a field becomes 2-pel vertical corresponding frame motion.  Concern over effect on interlaced video vertical motion in particular.

Visual: Have a D-1 demo.

Remark: More impact on quality than 32 MV limit.

JVT-F037* P2.2/3.1 [Sekiguchi] Verification: JVT-F033 (Simp. B-S Adap. MC)

Verification confirming approx same results as for JVT-F033 using independent implementation.

Visual: Have QCIF and CIF on PC.  (Common conditions.)

Remark: For dual 16 b architecture, don't get much savings from this kind of method.

Remark: Limited test set.

Not adopted.

8.0
Weighted Prediction

JVT-F034* P2.2/3.2 [Boyce] Weighted Prediction Clean-Up

Subject 1: Offset of 128 correction in an equation

Subject 2: Proposal to keep JVT-E146d37 equation 8-35 (is that the correct eq. number?) formula for weighted prediction for bi-pred MBs rather than reverting to JVT-E060 version of equation.

Remark: Some comment on complexity of the two versions of the equation (E146d37 version has more operations).

Remark: Some lack of understanding on range of values supported by the two versions of the equation.

Subject 3: Simplify chroma equations re adding & subtracting 128

Subject 4: Implicit weight LWD = CWD =7 ( 5

Denominator value affects range of weights supported for same-direction predition with 16 b arithmetic. 

Remark: What is the correct clip range for the weights? See below for answer.

More experimental results provided confirming gains achievable with fade-in, fade-out.

Some comments on "B-referenced" functionality in joint software needing work.

Remark: Why don't we just have explicit weighting and not use implicit weighting?  The only justification for the implicit operation is the overhead of explicit weights.  How much does the overhead really matter? Keep it.

JVT-F038* Info. [Winger] Verification: Weighted Prediction

Verification of effectiveness of implicit (JVT-E060) and explicit (JVT-D122) weighted prediction.

JVT-F077* P2.2/3.1 [Kikuchi+] Simpl. Weighted Pred. & Verif. Result

Subject 1: Implicit bi-prediction equation.

See subject 2 of JVT-F034.

Advocated equation: Clip1(P0+((P1-P0)*W1+64)>>7), eliminating one multiply.

Special value (regular non-weighted average) for large-magnitude weights resulting from weight-computation equation. (JVT‑F034 clips the range of the weight rather than reverting to a non-weighted average).

Allows same weighting routine for implicit bi-pred and single-pred (explicit) weighting.

No performance difference reported.

Subject 2: Chroma implicit bi-prediction equation

Chroma: Propose using same equation for chroma and luma (same concept as subject 3 of JVT-F034).

Subject 3: Allowing implicit bi-pred and explicit single prediction in the same slices.

Simulations show benefit in some fade & cross-fade cases.

Remark: Some of the benefit may be from better weight computation method.

Remark: Consider "B-referenced" case – that is where the most gain from explicit is found and it was not considered in this contribution.

Proposes removing explicit bi-pred.  Not agreed.  If we were to remove one of these, it would be the implicit case not the explicit case.

Implicit bi-pred with explicit single-pred: Not adopted.

Remark: What about explicit for both?  We have that already.

Subject 3 closed.

JVT-F080* P2.2 [Lim+] Implicit Weighted Prediction using Single Weight

Same as subjects 1 and 2 of JVT-F077.

JVT-F083-L* Info. [Kimata] Verification of Simpl. Weighted Pred (JVT-F077)

Also see JVT-F014 subjects 22 and 23.

Number of divides and the actual divide operations for implicit weighted prediction are same as for temporal direct mode.

Requests to examine complexity of divide operators, value of denominator for implicit bi-pred, and range of weights producible in implicit bi-pred.  No specific action requested.  Consider these remarks in relation to JVT-F077 and JVT-F034.

Remark: Limit the number of reference pictures for which you do the divisions to something smaller than the total number of reference pictures? e.g., 5?  That could help with the problem of the quantity of divisions.  No.  Use another solution.

Remark: Consider approximation of division operator. e.g., replace with a shift; e.g., limit number of bits in the result; e.g., limit the number of bits in the denominator DPOC to 7 bit magnitude and use table look-up. see below

Boyce & Kikuchi-san side-activity to investigate weighted prediction and division operation issues.

Friday 6 Dec.  Status review of proposed solution from break-out activity

Division problem solution presented:

Saturate DPOCs to 8 bits (7 b plus sign) TD = Clip3(-128, 127, DPOC )

(clip both the numerator and denominator DPOCs)

Look-up table X = 214/DPOC (with rounding – no complexity impact)

Z = (Num*X+25)>>6

X and Z are 16 b, intermediate is 24 bits.

Agreed.

Equation: Use JVT-E060 formula.  Implicit LWD = CWD = 5.  Agreed.

Chroma remove +/-128 offsets.  Agreed.

Merge the two bits weighted_bipred_explicit_flag and weighted_bipred_implicit_flag to a u(2) not equal to 3 called approximately weighted_bipred_idc.  Agreed.

Implicit equations

W1 = Z>>2, W0 = 64-W1

if(W1 < -64 || W1 > 128 || either is a long-term picture || dpoc(ref0,ref1) == 0) {

  W0 = 32

  W1 = 32

}

Agreed.

Range limits for explicit -128 <= W0, W1, W0+W1 <= 127. Agreed.

However, for implicit, range is -64 <= W0,W1 <= 128. Agreed.

9.0
CABAC

Also see JVT-F060 information/evaluation document

Also see JVT-F054 proposing limit of bins per MB.

JVT-F039-L* P2.0/3.1 [Marpe+] Final CABAC Cleanup

Subject 1: Harmonization with recently-adopted field scan and MB-AFF

Current draft has same context model for both zig-zag and field scan, but field scan adopted at last meeting has different pdf.  Advocates separate context models for "significance" and "last" flag for field scan MBs. 122 more context models of 7 b each RAM and about 1k of ROM for initialization.  If limit number of slices per picture, maybe OK – otherwise there is extra initialization effort on per-slice basis.  Treat together with subject 2 as a single package.

Subject 2: Context initialization

Enlarged range for skewed probabilities; simplified formula for deriving initial states; some editorial remarks.  Changing some numerical values and some simplification.  Remark: A problem with one specific number in proposal – confirmed and correct value supplied.  May depend on subject 1.  Adopted under the assumption that slice start complexity considerations will be addressed at this meeting (this was later done).

Subject 3: Simplification for coding reference frame index

Problem of interaction between parsing and decoding processes – cut the dependency.  This goal of cutting interaction is agreed to be desirable.  Agreed.

Experiments for subjects 1-3.  Slight improvement overall.

Subject 4: Bin-to-bit ratio change to bins/second

Asserts that current constraint may harm coding efficiency (e.g., B frames at low rates) – current bound seems too tight there.

Asserts that at high rates the current bound seems insufficiently tight, requiring processing of a large number of bins per second.

Noted that there is an interaction of slice size with bin limitation without affect on picture as a whole.

Some experiment results shown on 1-second running average bin-to-bit ratio.

Proposes to limit max number of "bins per second" for each level to 2*MaxBitsPerSecond.

Limit on picture basis rather than slice or per-second basis?

Remark: Currently we have limits on bits per MB, picture, and second.  Possibly multiple limits are justified.

After break-out discussion: Desire to limit number of bins on the picture level.  The number of bits in a picture is also important.  Currently have a limit of 2:1 on number of bits in terms of maximum picture size for level.

Desire to change this to a limit in number of bits for actual picture size rather than maximum picture size.

Should 2:1 change?  To what?  Tie to level number?

Basic idea: Some formula that limits quantity of bits needed to be decoded in a single picture decoding time period, e.g., maybe BitsInPici < Z *  K * MaxMBperSec * (ti – ti-1)
Accepted subject to value of Z being determined in Level discussion (see levels & limits notes).

MaxBins = A * BitsInPic + B * MbsInPic, where A and B are constants

Accepted (see levels & limits notes).

Remark: Some B pictures in test had very high bin to bit ratios – the offset B can take help care of this.

JVT-F040-L* Info. [Marpe+] Analysis: Perf of CABAC Engine and MQ-Coder

Complexity and performance analysis of H.264/AVC CABAC engine with respect to well-known MQ coder design.  MQ implemented in JM 5.0 software and set it up with context initialization.  Table of results shows CABAC performance about 3% better coding efficiency with more difference at high QP.  Found 4% and 20% faster performance for CABAC on P3 and P4 processors, respectively.  Remark: There is no bypass feature in the MQ coder.

10.0
Picture Order Count

See also JVT-F014 subject 20.

JVT-F044* P2.0/3.1 [Hannuksela+] POC Issues

Subject 1:

Currently have three POC coding types:

· Type 0: Predicts POC from POC of previous reference picture (can use with irregular frame rate but is not error resilient)

· Type 1: Predicts POC from a periodic pattern (error resilient but demands regular frame rate)

· Type 2: No POC

None of these will handle irregular POC patterns in error-prone environments.

Proposal: To have a POC coding type sending the LSBs of the POC as an unsigned integer (it is asserted that this was the Klagenfurt output's type 0 intent).  And consider removal of Geneva POC coding type 0.

Remark: In type 0, how do you detect a new picture if two consecutive non-reference pictures? May not be a problem.

Remark: Can two consecutive pictures have the same POC?  Maybe. Yes (agreed per below).  Should perhaps prohibit this or allow it only for field pictures with same frame_num and opposite parity.

Agreed to clearly establish in the document that pictures cannot be reordered when POC type 2 is in use (we think this is already established by constraints in Annex C).

If added as a distinct type would resemble "old TR" counting (aside from being order rather than time).

Replace POC type 0 with this.

Agreed.

Subject 2:

Current POC type 2 has no POC defined.  B slices are not supported by current POC type 2.  Can derive a POC by inferring MSBs from wrapping of frame_num, enabling B slices with POC type 2 (without reordering).

For POC type 2, infer POC = 2* frame_num LSBs for reference, 2*frame_num-1 LSBs for non-reference.  Agreed.

For all POC types:

Specify that if DPOC in denominator is zero, use default weighting.  Agreed.

Allow DPOC equal to zero – but only for fields of the same frame.  Agreed.

Note: Need to clarify "two consecutive non-reference pictures" restriction relative to allowing fields of opposite parity.  Agreed.

Subject 3:

IDR must have POC=0, and POC is specified as unsigned.  Therefore IDR picture must be the first picture in output order.  Negative values of POC disallowed by Geneva action.  Proposed to allow negative values of POC.  32 bit unsigned range ( 32 bit signed range.

Remark: Allow non-zero POC on IDR picture as an alternative? (maybe not – see frame_num=0 discussion below). No.

Question: Can pictures that precede an IDR picture in decoding order follow it in output order?  Thursday 5 Dec: Yes.  Friday 6 Dec notes in section on decoded picture buffer management are not consistent with this answer.  Saturday 7 Dec we confirm the Friday restriction – the answer is No.

Remark: Output order is not defined by POC in the neighborhood of an IDR picture (send a POC delta on an IDR?).  No.

Remark: Rename IDR to DPR (decoding process restart) – or something else?
Remark: Frame_num is set to zero after decoding by either IDR or MMCO=Reference Reset. The purpose is SI/SP switch point enabling.

32 bit unsigned range ( 32 bit signed range, Agreed.

Remark: Frame_num must increment by only 1?  (Even when required_frame_num_update_behaviour = 1?) Does that prohibit sub-sequence operation?  It seems so in the Geneva output draft.  Clarify to allow frame_num to be increment by any amount for required_frame_num_update_behaviour=1.  Agreed.

JVT-F050* P2.0/3.1 [Wang, Han.+] POC Recovery in Random Access Point SEI

If decoding process starts at a random access point, cannot recover POC value.  Why do we need to know the POC value?  One reason is to make sure the decoded POC lies within the specified limits.

Remark: A couple of extra bits of range in the decoder could deal with that.

Proposal is to include absolute picture order count and/or frame number period count to RAP SEI message.  Maybe use the simpler choice of always sending absolute POC as u(32)?

This potentially increases the size of the RAP SEI message significantly.  Is it really needed – does the decoder need the correct POC?

The actual value of POC is not really needed except for a very minor wordlength issue in the random-accessing decoder – let's not change for this.  Not necessary.

Not adopted.

11.0
Picture Boundary Detection

JVT-F043* P2.2.1/3.1 [Hannuksela] Removal of IDR Picture Occurrence Constraints

Current draft disallows two IDR pictures that are consecutive in decoding order.  This restriction was imposed to ensure detection of a new picture.  The contribution describes some scenarios in which consecutive IDR pictures may be desirable.  Advocates adding a syntax element containing an IDR picture ID that is different for consecutive IDR pictures in decoding order.

Proposal includes a normative coupling of sub-sequence SEI message contents to the value of the counter.

Agreed that there should be a way to detect the boundary between two pictures without parsing slice data content of preceding picture. Note: Achieved to think through our expressed semantics to ensure this is achieved.

Agreed that we should enable consecutive IDR pictures in decoding order; defer decision on exactly how to further discussion.  New syntax element agreed as proposed.

Prohibit equal POCs for consecutive non-reference pictures (in some POC types at least) to ensure detectability of boundary between pictures? In new POC type 0, consecutive non-reference pictures cannot have the same POC unless they are coded fields of the same frame.  In POC type 1, we will require that same rule.  In POC type 2, no consecutive non-reference pictures are allowed.  That means we have a general rule that consecutive non-reference pictures cannot have the same POC unless they are coded fields of the same frame.  Agreed.

JVT-F071-L* P2.0 [Marty+] Mandatory Picture Delimiter in Main Profile

Proposes to make picture delimiter mandatory in Main profile in order to simplify the detection of the boundary between the pictures.  How difficult is it to detect picture boundary?  Need to process all slice headers?  When ASO is not in use, really only need to look at the slices with zero starting address.

One alternative idea: Change the starting address to be the first syntax element of the slice header and represent it as ue(v).

Another alternative idea: Make the starting address be the first syntax element after the syntax elements that indicate how many bits are used to represent it (e.g., just the pic param set index and maybe the field_pic_flag) and not change its encoding method.

Another alternative idea: Let the application require it without expressing such a requirement in the video spec.

Use ue(v) for starting address, making this the first syntax element of the slice header: Agreed.

Could use slice_type to indicate if I slice of all-I picture.  Duplicate each entry of the slice_type table at end of table to indicate all slices of same type.  Allowed to send this on only some slices as long as what it indicates is obeyed for all.  Make slice_type immediately follow starting address of slice.  Agreed.

12.0
Decoded Picture Buffer Management

Also see some subject in JVT-F023.

JVT-F047-L* P2.2.1/3.1 [Tian, Han.+] DPB Management

Subject 1: Lack of decoder output specification

Asserts that output time not specified without picture timing SEI or external time information.

Asserts that DPB memory usage can't be controlled unless operated as in HRD.  Remark: Not so, if we assume POC conveys order (and our understanding is that it does).  HRD timing order is constrained not to contradict POC order, so POC order is sufficient.

Noted that some systems may not provide decoding timestamps.

Proposed that output removal ordering be moved into the main body of the specification.  "Bumping decoder".

Agreed to adopt switchable num_reorder_frames into the VUI.
Subject 2: MMCO dependency on decoding time

Flush commands (MMCO type 6 and 7) take effect at a decoding time.  This creates a difficulty in "bumping decoder" operation.  Proposed to remove these commands.  Remark: Alternative would be that a "bumping decoder" would output all flushable pictures immediately.

Adopt to remove MMCO=6,7 and describe functionality of the flushing bit in the slice header (in Annex C).

Subject 3: Coupling of ref pic buffering with output time

Sliding window operation asserted to be governed partly by output time.

Agreed
Remove DPBcapacity related sentence from subclause.

Subject 4: Dependency on decoding of non-reference pictures

Reported that there is a problem in an informative note in 8.2.7.2.  Remark: If there is a problem, we can delete the note.

Agreed.
Subject 5: Inability to assign a long-term index to a newly-decoded picture

This would potentially cause a problem for sub-sequence operation.  MMCO happens before the current picture is added to the buffer (e.g., so adaptive memory control creates space that is then filled by the current picture).  Perhaps need (rather than an MMCO command per se) a way to indicate that the new picture is added as a long-term picture rather than as a short-term picture?

Agreed.
Subject 6: MMCO forbidden in IDR pictures

This is a subordinate suggestion of subject 5.  Not a problem unless change regarding subject 5 is adopted.

Agreed.
One bit ...

Subject 7: mac_dec_frame_buffering unclear

Rewording of semantics proposed.  We think the proposed rewording does not change meaning.

Adopt (editorial only).

Action: Copy/paste error where max_dec_frame_buffering limit is max_dec_frame_reordering limit instead.

Subject 8: max_dec_frame_reordering unclear

Proposes to replace VUI max_dec_frame_reordering and its semantics with num_reorder_frames, allowing less "bumping delay".

Adopt.

Subject 9: Error resilience of reference picture buffering

Proposal to add a new SEI message that describes the current state of the DPB.

Withdrawn.

Subject 10: Field decoding and DPB

Request to disallow three cases of field picture use.  We believe the third of these is already disallowed in the standard.  There's a question of need for the other two restrictions.  

Not accepted.

Result of side discussion on order, conformance, and "Bumping Decoder" operation:

"Bumping decoder" type of operation can be capable of generating decoded pictures in correct output order without use of timestamps, except possibly in the neighborhood of flush commands and IDR pictures.  With some restrictions, the flush and IDR issues can be resolved (see below).

Specify that "DPB conformance" (lowest level of conformance) shall be capable of producing output pictures in output order, and specify that an "CPB/DPB conformance" (highest level of conformance) shall be capable of producing output pictures with correct output timing. Agreed.

POC and order constraints for DPB conformance:  Agreed.

1. POC and IDR picture location together define output order;

a. Between two IDR pictures, POC defines the output order, and

b. Decoder shall infer output order of pictures that precede an IDR picture in decoding order to precede the output order of the IDR picture and to precede the output order of all pictures subsequent to the IDR picture in decoding order

2. POC on any two pictures between two IDR pictures can't be equal (except perhaps for opposite-parity field of the same frame)

3. POC of flushed pictures shall be less than the POC of flushing non-IDR picture and shall be less than the POC of any non-IDR picture following the flushing non-IDR picture (this element seems no longer needed due to removal of flush MMCO commands noted elsewhere).

The POC in question is the frame POC.

Picture timing SEI messages shall be "non-reversing" with regard to the above. Agreed.

Remark: No indication of end of sequence or end of stream.  In JVT-F082 there are 21 reserved values of nal_unit_type.  Change pic_delimiter NUT to enable indication of end of sequence and end of stream indicators as well as boundary between pictures or use two additional NUT values for this?  Agreed, using three NUT alternative.

Remark: Do we need to support multiple POCs on the same decoded samples?  (No.) Do we need to support equal POCs on different pictures?  (Only opposite-parity with same frame number.) Do we need to support negative POCs?  (Yes.)  Do we need to support "No POC" pictures? (No, but can flush at IDR, eliminating waiting large-POC pictures, thus providing equivalent functionality.)

Agreed: If two pictures have the same POC, they are output in decoding order.

13.0
Slice Header and Parameter Set Syntax

Also see JVT-F014 Subjects 4, 5, 8, 9, 11, 12, 15, and 16.

JVT-F048* P2.0/3.1 [Hannuksela+] On Slice Header and Parameter Sets

Subject 1:

"Immediate effect" of parameter sets decision in Geneva JVT-E151 needs to be reflected properly in draft.  Agreed, need text.

Subject 2:

Limits of 32 and 128 sequence and picture parameter sets, decrease number of SPS and increase number of PPS.  Motivation for decreasing number of SPS: think we should not need that many.  Motivation for increase number of picture parameter sets: If use all SPSs without re-use, then have only 4 PPS per SPS average.  Not a strong request for the SPS number decrease.

Agreed to double the number of PPS (to 256), keeping the number of SPS the same (32).

JVT-F078-L* P2.0 [Wenger] Indep. Picture & Sequence Parameter Sets

Advocates that parsing of a PPS should not require parsing of SPS.  Involves: MB-AFF, POC type 1, macroblock addresses in PPS FMO parameters.  Agreed to enable PPS parsing without prior SPS parsing. Closed per notes in JVT-F063 section.

14.0
Hypothetical Reference Decoder

Adopt changes per agreed DPB and CPB conformance specification as noted above (text from Aharon & Miska).

Also see JVT-F021 (Input from WG-11 – Sam) Subject 4 and others.

Bitstream delivery at the input of the HRD is equally important as coded picture removal. To achieve a solution that is equivalent to the MPEG-2 VBV one, there is a need in the HRD for the option to determine the bitstream arrival timing into the CPB from AVC timing information. In this respect it is reported not to be clear whether the current HRD is sufficiently accurate to provide equivalent functionality as the MPEG-2 VBV. To achieve this, it is reported that it may be needed to (optionally) allow for sending a message to provide the "decoding delay" (time between first bit arrival and picture removal) value for each picture. That would mean that for each picture a "removal delay" would (optionally) be available.

This would allow to accurately define bitstream delivery at the HRD input at a constant or variable rate on a per picture basis as follows:

Rate (picture n) = #coded-bits(picture n) / T(n)

with T(n) = [removal_delay(picture n+1) - decoding_delay(picture n+1)] - [removal_delay(picture n) -  decoding_delay(picture n)]. 

There would still be a choice to deliver the bits during T(n), at the fixed rate equal to Rate(picture n), so piecewise constant, or the delivery could be anything within a parallelogram defined by a certain max-rate and 0 (either immediate delivery of all bits at max-rate, followed by no delivery, or late, just-in-time delivery of all bits preceded by no delivery, or anything in-between). In any case there is support for VBR this way.

Mapping on T-STD and P-STD –  it is requested that we should be able to use both Leak and VBV delay model/method. Current HRD supports Leak model but VBV delay model may not be supported in current HRD model (?) MPEG requirement is to be also able to use VBV delay model. Resolved as noted below after further study.

Remultiplexing –  make sure that constraint on arrival time in current HRD model are not too tight. (Nathan / Bob E./Mark/Dzung/Alex/Sam) side activity looked into that)

JVT-F023 (Nathan) 

Editorial – After Eq C-6 , replace “next transmitted” by “n-th” Agreed.

Technical – Equation C-8 is incorrect. Make correct as suggested. Agreed .

Technical – In Underflow  prevention State the changes related to low delay. Text is provided. Agreed. 

Technical – Initial CPB removal delay:  need a clearer definition. See notes elsewhere.

JVT-F089 (Toby).

USNB Comments on HRD

USNB C-1 Packet streams not defined (Agreed - Remove the sentence containing reference to “Packet Stream”)
USNB C-2 – Agreed
USNB C-4 – Agreed
USNB C-5 -  Withdrawn
USNB C-6 – Agreed (see JVT-F023)
USNB C-7 – Agreed (see JVT-F023)
USNB C- 8 – Withdrawn
USNB C-9 – Withdrawn
USNB C-10 – Withdrawn
USNB C-11 Editorial – Agreed (Editor will make sure that the section numbers are right)
Further notes on HRD study below.

JVT-F055* P2.0/3.1 [Viscito] Limits: CPB Removal Time Spacing

Dzung Hoang

Withdrawn

JVT-F068* P2.2.1/3.1 [Veltman+] Study of HRD CAT model

Proposal – avoid fixing decoder_delay at the start of bitstream to support applications like one-pass encoder.

Allows initial delay >=0.

Allow initial buffer fullness larger than 0

No need to define decoding delay

Further notes on HRD study below.
JVT-F092-L   Prop.(Ed.) [Narasimhan]   Editorial remarks on HRD & its parameters

Quick review – request interested parties to double-check.

1. Section C.1.1.1 – Change first sentence to “ The HRD may be initialized at the first picture following any buffering period SEI message”. In addition to following the random access point SEI, the buffering period SEI message can also be sent before any picture. Agreed.
2. Section C.1.1.2 – Change the first sentence to “For the first picture that follows a buffering period SEI message, the coded data associated with the picture is removed from the CPB at a removal time equal to the following:”. Same reason as 1. Agreed .
3. In the same section change the sentence after equation C-6 from “At this time, the coded data for the next transmitted picture is removed from CPB” to “At this time, the coded data for picture n is removed from CPB”. Agreed.
4. Section C.1.2.2 – change the description to “After the removal from CPB, picture n is decoded”. Agreed.
5. In D.1.1 replace the two if statements by “if (nal_hrd_parameters_present_flag || vcl_hrd_parameters_present_flag)” (same as in D.1.2). Withdrawn.
6. The constraints on when to send the buffering period SEI and picture timing SEI are defined elsewhere (such as in random access point SEI and VUI) and these have to be specified in the semantics within the buffering period SEI and picture timing SEI. See 7 and 8. (noted)
7. Section D.2.1 – the first sentence should be changed to “A buffering period is defined as initial_cpb_removal_delay for the first picture after buffering period SEI and by equation C-6 for all other pictures”. 

Add the following second paragraph indicating when this SEI should be sent:

“The buffering period SEI shall be sent after every random access point SEI when the nal_hrd_parameters_present or vcl_hrd_parameters_present flag is set to ‘1’ (in the vui_seq_parameters). In addition this SEI message can also be sent before any picture as well as at frequent intervals for applications that do not require the use of random access SEI.”

8. Section D.2.2 – replace the introduction and items 1 and 2 by the following:

      “The picture timing SEI message shall precede each coded picture when the      

        nal_hrd_parameters_present or vcl_hrd_parameters_present flag is set to ‘1’ (in the 

        vui_seq_parameters), except for the picture that is preceded by the buffering period 

        SEI message.

9. In the same section replace the first sentence in the semantics for dpb_output_delay by “This syntax element is used to compute the DPB output time. It indicates how many clock ticks to wait after removal of the picture from the CPB before it can be output from the DPB (see C.1.2). Agreed
10. Section D.2.7 – delete the last paragraph. Withdrawn
11. Current MPEG-2 T-STD and P-STD buffer management uses both leak method and vbv-delay method and these should not be precluded by the HRD specifications. In addition many applications in broadcast perform statistical multiplexing as well as statistical remiltiplexing using the current T-STD tolerances and these applications should be supported by the HRD without adding undue complexity to the equipment. 

Tuesday review of break-out:  

1. CAT-LB model – the understanding of the group is that there are two constraints on the buffer model: the initial arrival time of the stream which is zero and the removal time of each picture. The max constraint on the arrival time of a picture is on the bit-stream. According to the group – the current CAT-LB model follows that.

In re the JVT-F068 proposal: The group captured the problem demonstrated which concerns a non-constant delay behavior (HRD deals with that somewhat by low delay operation). A solution to that might be starting a new sequence which would allow for different decoding delay.

This issue is considered out of the scope of the HRD design and requirements 

The discussion closed on this matter.

Editorial matters;

1. Initial buffer fullness should be clarified at buffering period SEI message (previously random access point).

2. HRD behaviour in the absence of HRD related parameters

A non-normative statement of behavior in the absence of HRD SEI message needed.

Conformance testable only if all HRD SEI information provided.

3. detachment of random access point SEI from HRD

Agreed in principle

Coordinate notes re conformance with respect to HRD SEI.

Completely decouple buffering period SEI from random access point SEI?  Agreed.  Add non-normative note recommending sending them together.

OK to send buffering period SEI without a random access point SEI

If hrd_param_present = 1, must send buffering period SEI at random access point. – At IDR

See HRD output document JVT-F099.

15.0
Intra Coding

JVT-F069* P2.2.1/3.1 [Sato+] Intra Prediction for Pipeline Processing

Proposes:

1. Change of decoding order of intra prediction to a diagonal-left scan order.

2. Change of which samples are used for prediction of two of the 16 4x4 blocks to increase the ordering distance between decoding samples and using them for prediction.

Proposed for high-res video, and tested on interlaced video coded as I picture with MB-AFF.

Loss in PSNR is about 2% in these tests (versus current method).

Especially useful for encoder (alternative encoder strategy without decoder change loses 13%).

Remark: Breaks the sub-macroblock decoding order structure.  Maybe that's not important.

Remark: Seems awkward to have to have two modes of intra 4x4 operation, and we probably don't want to give up quality always.

Remark: How about changing just the scan and not which samples are used, not otherwise changing the decoder?  This would likely actually increase quality if encoder takes advantage of the extra available samples.  Later – if the encoder disables evaluation of some modes to avoid pipelining problems, this reduces quality significantly, although it would be likely to increase quality if the encoder did not disable evaluation of those modes.

Remark: Need results on progressive-scan and low-res material.

Remark: How much complexity does this actually save?

Verification? Software has just been released.  Verification arrived later in JVT-F097.

Remark: There are alternative ways to avoid this difficulty (particularly in hardware).

Not adopted.

JVT-F097-L Info [Nakagawa] Verification of JVT-F069 Intra Prediction

Some verification of JVT-F069 using software of JVT-F069.  1.3-1.6% loss reported in those tests.

16.0
Flexible Macroblock Ordering

JVT-F063* P2.2.1/3.1 [Tan+] Open Issues with FMO

Discusses several characteristics of FMO to make sure the text is clear about this.

Discussion:

1. Issue of parsing of FMO map.  Make the FMO map be based on frame_coding_only_flag, such that if that flag is true, the FMO map is single-MB high in each entry, and if false it is double-high in each entry.  This solves the problem of the size of the map changing within a sequence. (Change name of frame_coding_only_flag.)

2. To address the problem of dependency of parsing of the picture param set without sequence param set, change top_left_mb and bottom_right_mb to ue(v) and send the map size as ue(v). (This allows parsing – but not interpreting – the picture parameter set without the sequence param set)

3. Do not move the MB-AFF enabling flag out of the sequence parameter set.

4. Box-out description editorial issue

5. Editorial problem – errors in Table 7-2

6. Editorial issue in slice group change cycle and slice group change rate

Agreed.

Discussion of map types 4 and 5 – no action

Possibility that some figures might editorially be nice.

17.0
Parallel Decoding

JVT-F028* I2.0 [Zhong+] Not changing the spec for Parallel Decoding

Advocates not to change the current standard design for the purpose of parallel decoding.  No action requested.

JVT-F059-L* P2.0/3.1 [Kim & Kim] Parallel Processing Issue in Main Profile

Proposal to put FMO mode 2 into Main profile.  Remark: Main reason FMO is not in Main profile is its complexity.  Possibly better coding efficiency by rectangular picture slice segmentation versus horizontal-dominated segmentation produced by non-FMO operation.  Remark: Unless the encoder is constrained to use slices in some particular fashion, there is no assurance that the parallel-processing advantage can be achieved in the decoder.  Some slices might take much more decoding work than others, such that slice shape does not necessarily dominate decoding processing complexity.

Not adopted.

18.0
SEI Messages

Pan-Scan

JVT-F013* P2.0 [Linzer+] Change of pan_scan syntax

Subject 1: Send pan-scan in frame units (whether sent with a coded field or a coded frame)

Agreed.

Note: Term is not "frame picture" and "field picture" but "coded frame" and "coded field".

Subject 2: Remains in effect until timeout

(only if a single set is sent)

Not five seconds, but until the next picture output time that is more than 5 seconds after the output time of the current picture?

Agree on principle of persistence, but see below on how.

Add to syntax of persisting SEI messages (picture freeze and progressive refinement), an optional ue(v) POC increment specifying the POC interval within which the bitstream shall contain a repetition of the message or a cancel indication).  An IDR picture is a cancellation unless an SEI accompanies the IDR to reactivate.  The indication persists for the sequence if the POC increment is not present. Also add a bit for turn-off indication.  Note that frame_num count becomes a POC count for progressive refinement.

Subject 3: Add pan-scan count to specify multiple sets

0 = one set good until canceled

1 = two, for first and second fields

2 = three, for first, second, and repeated.

Agreed.

JVT-F022* P2.2 [Linzer] Pan-Scan for Non-Coded Overscan

Proposal to designate a value of pan-scan ID that would indicate that the encoder is sending a reduced-size image under the assumption that the region of the rectangle exterior to that reduced-size image will be in an overscan region of the display and therefore need not be sent.  Idea is to indicate that the decoder should not scale up the decoded picture to try to fill its full raster as this would tend to lose valid picture content at the edges of the picture.

Remark: Some questions about whether this adds value relative to the "the edges are important" indicator that can be sent in the sequence VUI.

Remark: Might be useful to indicate preference for image extension rather than e.g. black extension as for letterbox use.

Remark: Hypothetically could instead have an indication of whether it's a good idea to scale versus letterbox versus edge extrapolate.

Not accepted.

Picture Timing

JVT-F041* P2.0/3.1 [Dahlqvist+] Frame Doubling and Frame Tripling

Allows indication of frame doubling and tripling in picture timing set message pic_structure parameter.

Agreed.

User Data

JVT-F057* P2.0/3.1 [Lindbergh] User Data SEI Message

Avoid collisions by not supporting arbitrary user data without any ID.  For some reason, some organizations may be reluctant to get T.35 ID's.  Instead, give an ID to a number of specific organizations.

Why not just use T.35?  No technical reason.

Why try to give people IDs who have not asked for them?  Doesn't this create a "404" problem?

How about just removing "arbitrary user data"?

How about renaming unregistered user data to something like "experimental user data"?  Seems like that might be a good idea.  No.

Agreed to start user data unregistered SEI message with 16 byte "UUID" as specified in ISO/IEC 11578:1996 Information technology – Open systems interconnection – Remote procedure call

Sub-Sequences

JVT-F049* P2.0/3.1 [Hannuksela+] Corrections on Sub-Sequence SEI Messages

Subject 1: non-specified more_sei_payload_data use syntax indications instead

Agreed.

Subject 2: accurate_statistics_flag take out of loop.

Not accepted.

Subject 3: Dependency indication.

Sub-sequence numbers can be re-used and need to indicate the dependency order.

Agreed to use one bit indicating preceding or following.

Possibly rename ID syntax element for clarity.

JVT-F094-L Info [Hannuksela] Explanation of Issues on H.264/AVC Sub-Sequences (M9218)

Information in response to MPEG parent body.

Slice Group Related Messages

JVT-F045* P2.2.1/3.1 [Hannuksela+] Slice Group Related SEI Messages

Subject 1: Indication that inter prediction uses only some slice groups

A persisting SEI for indicating if slice group or set of slice groups has inter prediction only from slice groups having the same ID.

Subject 2: Indication that inter prediction does not use the "left-over" slice group

Only used for specific FMO types.

Enables decoding of some regions with reduced computational burden – "trick mode" use.

Proposal has been deferred at previous meetings due to meeting time issues.  Should have been time by now to consider it.

Both subjects adopted, with rewording of second subject semantics to clarify that it is not used if num_slice_groups_minus1 is equal to 0.

19.0
Multi-Subject Contributions & NB Comments

JVT-F014* P2.2.1/3.1 [Sullivan] Some clean-up issues

Subject 1: Syntax representation of target_frame_num and subseq_frame_num

Agreed to change original_frame_num to ue(v).

Subject 2: Value of cabac_alignment_bit

Agreed.

Subject 3: cpb_cnt ( cpb_cnt_minus1

Agreed.

Subject 4: Swap horizontal and vertical MV limits in sequence VUI

Agreed.

Subject 5: Cropping rectangle in units of two luma samples

Agreed.

Subject 6: scene_id & second_scene_id u(8) ( u(32)

Agreed.

Remark: Does u(32) make sense?  How about u(32) ( ue(v)?  Some _id's seem to be ue(v) and others u(32).

seq_parameter_set_id is u(32) in SEI (not correct: it's ue(v))

pan_scan_rect_id is ue(v)

scene_id is u(8)  ( ue(v)  Agreed for consistency

second_scene_id is u(8)  ( ue(v) Agreed for consistency

subseq_id is ue(v)

snapshot_id is u(32) – Agreed to change to ue(v) for consistency

progressive_refinement_id is u(32) – Agreed to change to ue(v) for consistency

Subject 7: 8x8 inference in spatial direct operation

Was agreed based on other contributions discussed elsewhere.

Subject 8: Numerator and default for max_bits_per_mb_denom

Add 16*8 = 128 to numerator

Subject 9: Default and semantics for max_bytes_per_pic_denom

Default is 2 and correct frame/field equation

Subject 10: Add 1 before right shift for motion compensation two-sample average

Was agreed based on other contributions discussed elsewhere.

Subject 11: Sequence-level flags for FMO, ASO, & redundant slices

Move redundant slice presence indicator up from picture param set to sequence parameter set.  Clarify that zero for a redundant slice count indicates a primary picture.

Agreed.

Subject 12: Alternative chroma sample locations based on fields

Be able to indicate six locations for each field independently – no special indication for frames.  Agreed.

Subject 13: Renumber syntax categories to avoid gap in numbers

Agreed.

Subject 14: Don't forget 8.2.1 and 8.2.2 of the FCD

Agreed.

Subject 15: Clarify fixed_frame_rate_flag w.r.t. 3:2

Agreed.

Subject 16: Clarify zero values for num_units_in_tick and time_scale

Disallow picture timing SEI if zero.

Subject 17: Numbering of fields in figures should start at zero

Agreed.

Subject 18: MB-AFF Finalization

Some of these issues are addressed already in JVT-F082.  Resolved per USNB draft DoCR.

Subject 19: CABAC bin count constraint & partitioning

The bin count constraint has been move to the picture level, resolving this.

Subject 20: Clarifying use of picture order count

Proposed to:

a) allow timestamp equality without POC equality (and perhaps vice versa).  Agreed. Notes elsewhere.

b) disallow difference of POC equal to zero in denominators – another fix with notes elsewhere.

c) output order inferred equal to decoding order – Agreed.

Need to decide whether POC of two pictures can be equal - We may not necessarily need to prohibit this.  We may at least need to prohibit this for consecutive non-reference pictures (in some POC types at least) to ensure detectability of boundary between pictures.  Notes elsewhere.

Subject 21: Deblocking filter for PCM macroblocks (prediction specified?)

Alternative: Treat PCM as Intra 16x16 (not for decoding the PCM macroblock itself, but with respect to how that macroblock is treated for other purposes such as CABAC context establishment for neighbors, operation of the deblocking filter, etc.) with QPY=0 and 16 non-zero coded coefficients in every block.  Agreed.

How to handle PCM with CABAC (phrase appropriately from decoder perspective)

1. Engine is flushed (but contexts are not reset), flush puts out a "1"

2. Send PCM stuffing bits (zeros)

3. Send PCM samples in raster scan within MB (16x16 luma block, then 8x8 Cb, then 8x8 Cr)

4. Engine is restarted (with contexts preserved)

Agreed.

Subject 22: Division operations need work

Fixed per notes elsewhere.

Subject 23: Implicit weighted prediction needs work

Fixed per notes elsewhere.

Remark: make entropy_coding_mode a u(1) – Agreed.

JVT-F021* Parent [MPEG] Communication to JVT from Shanghai MPEG Mtg (N5238)

Subject 1: Profile naming confusion – avoid numbers, single letters, names of applications

"X" ( Suggestions?  See notes in profiles section. See remarks in response to parent body.

Subject 2: Baseline not common – change or justify

Discuss in profiles & levels section. See remarks in response to parent body.

Subject 3: Motion estimation

Topic also discussed in JVT-F087.  See remarks in response to parent body.

Subject 4: HRD questions

Discussed in HRD section. See remarks in response to parent body.

Subject 5: File format and sub-sequence design

Actions have been taken to clarify the sub-sequence design both at the previous meeting and at this meeting, and it is also noted that some explanation has been provided to MPEG in a contribution M9218.

See remarks in response to parent body.

JVT-F023* P2.0 [Haskell] Harmonic comments on draft text

The proponent indicated that the subjects that need to be addressed in this contribution are also reflected in the USNB comments and therefore no separate consideration of this contribution is requested.

JVT-F061* Ballot [JNB] Ballot Comments on JVT FCD (9221)

See notes in Draft JNB DoCR

General Comments

Verification and Document Delivery

Requests to consider 1) Sufficient verification using compliant software and 2) Prompt delivery of JVT meeting reports and revised specification drafts

Memory Bandwidth / Access 
Requests to consider the input documents (JVT-F033, JVT-F037) of memory bandwidth / access and admits revising the text according to the conclusion of discussion on them.

Weighted Prediction
Requests to study implicit weighted prediction issues and consider the input documents from JNB as a solution.

General
All/T:

Remove all descriptions pertaining to external standards/specification

Example: NumBytesInNALunit – can change to "conveyed to the decoder by means not specified in this specification unless Annex B is in use"

Example: forbidden_bit – this is in a "note" so not a problem.

nal_ref_idc – in a Note also.

First paragraph of Annex B

All/E:

For the whole document replace "Unused for reference” with "unused for reference”

Agreed

All/E:

Should subclause format be consistently sentence case?

(e.g. Hypothetical Reference Model ( Hypothetical reference model)

All/E:

All Annexes currently have "A" missing from Annex.

All/E:

All Annexes should start at a new page.

All/E:

Is frame number == frame_number == frame_num? What about the variable FN?

Need consistency. Allow frame number and frame_num only. Replace frame_number, FN with frame_num.

All/E:

Globally replace mb_frame_field_adaptive_flag with mb_adaptive_frame_field_flag

Clause 0: Introduction
0.2/E:

Remove duplicated “International” (typing mistake).

0.4/E:

“clause 3” -> “clause 4” (Incorrect reference).

Clause 3: Definitions
3/E:

The definition of the following terms are missing:

“encapsulated byte sequence payload”  (EBSP appears in figure C-1 but it is not defined)

3.41/E:

“field macroblock pair” -> “frame macroblock pair”

3.107/E:

Change nal_reference_idc to nal_ref_idc.  If nal_ref_idc is only one bit then we should not say “not equal to 0”.
Clause 4: Abbreviations
4/E:

The following abbreviation appears in the text but is not listed in section 4: EBSP appears in figure C-1.

Clause 6: Source, Coded, decoded, and output data formats
6.4/E:

MbIdx and MbPairIdx are not defined anywhere. How is this different from MbAddress?

Choose one to be consistent

6.3/E:

The text is confusing, quardrat is not a correct word to use.  

Clause 7: Syntax and semantics
7.1/E:

Spelling mistakes. Add "white space or". Last 3 sentence is not clear.

7.1/E:

References to bitstream with errors should be removed.

7.2/E:

next_mb_address( i ), total_coeff( ), trailing_ones( ) do not operate on the bitstream and do not 
belong to this subclause. They should be derived variables.
7.2/E:

Meaning of the categories must be specified. Also the meaning of the vertical bar is not defined.

7.2/E:

There is no definition of what n and v is. Add to the paragraph for the descriptor the proposed text.

7.3.1/M:

Correct syntax elements nal_reference_idc ( nal_ref_idc

use 1 bit for nal_ref_idc (See comment on 7.4.1) allow 2 reserve bits instead of forbidden_bit (See Comment on 7.4.1)

7.3.2.1/T:
mb_adaptive_frame_field_flag should be conditional on the frame_coding_only_flag.

Agreed that If field_pic_flag is not present, it shall be inferred to be equal to 0.

7.3.2.2/E:
slice_group_id syntax element needs an index; slice_group_id[ i ].

7.3.4/E:

Missing ")" at “if( MbAddress % 2 == 0 | | ( MbAddress % 2 == 1 && PrevMbSkipped ))”

7.4.1/T:

Put informational elements “forbidden_bit” in an SEI message.

Rename forbidden_bit ( zero_bit.  Remove the "NOTE" describing potential use.

7.4.1/T:

1 bit is sufficient to indicate the context of nal_ref_idc but 2 bits is provided for in the syntax.  

Remove the "NOTE".  No real need for a technical change.  Editor will explain intention in DoC.

7.4.1/T:

If nal_ref_idc is equal to 0 for one slice or slice data partition NAL unit of a particular picture, it shall be equal to 0 for all slice and slice data partition NAL units of the picture.

No restriction is intended amongst non-zero values, therefore no statement of restriction is needed amongst those values.

7.4.1/T:

The usage of nal_unit_type 0 and 24-31.

It is intended to not forbid use of these values.  "for external use" ( unspecified.  Will clarify that these go into the HRD as non-VCL NAL units.  Specify decoder shall ignore (remove discard) all with 0 and 24-31.  Define "unspecified" or equivalent.
7.4.1.1/E:
Example encoder procedure for startcode emulation prevention

7.4.2.1/M:
Reference of Slice header information to decode Picture Parameter Set

7.4.2.1/E:
seq_parameter_set_id is not clearly defined.

7.4.2.1/E:
Maximum value of num_ref_frames should be specified in Annex A

7.4.2.2/E:
pic_parameter_set_id is not clearly defined.

7.4.2.2/E:
mb_slice_group_map_type should provide diagrams to make explanation of type 0-2 cleared. 
7.4.2.2/E:
Typo in the Table of slice_group_change_direction and slice group map type

7.4.2.2/E:
slice_group_change_rate_minus1 is the minimum non-zero. Should it be non-negative.

7.4.2.2/E:
slice_group_id should be rewritten such that it follows the convention where the syntax element 
appears first.  The index [i] should also be fixed.
7.4.2.2/E:
Correction of semantics of num_ref_idx_l0_active_minus1

7.4.2.2/T:
Clarification of the range values of num_ref_idx_l0_active_minus1 at MB-AFF.

MB-AFF comment intent agreed (may be reworded)

7.4.2.2/E:
Extra word "no" found in text.

7.4.2.3.1/E:
Supplemental enhancement information message semantics (Typo)

7.4.3/E:

Correction of semantics of num_ref_idx_l0_active_minus1

similar to above comment

7.4.3/T:

Clarification of the range values of num_ref_idx_l0_active_minus1 at MB-AFF.

similar to above comment

7.4.3/T:

disable_deblocking_filter_idc at slice boundary

This issue is resolved in the draft.  No action needed.

7.4.3/E:

slice_group_change_cycle only applies when mb_slice_group_map_type = 3,4and 5.

7.4.3/E:
The frame_number is considered equal to 0, after processing of the 
memory_management_control_operation equal to 5 or 7
Agree to clarify such that the encoder rather than the decoder is responsible for subsequent frame numbers incrementing from 0 instead of from the previous transmitted frame number.

7.4.3.1/T:
non_ref_pic_reset_flag should also be the same for all slices.

Agreed (for all slices in which this is present).

7.4.3.3/E:
It is not clearly stated that the current picture is placed into the buffer after the MMCO command has operated on the dpb.

7.4.3.3/E:
Spelling mistake in Table 7-7.

7.4.5.2/E:
Below Table 7-19. wrong name is used.
Clause 8: Decoding process

8.2.1/E:

“is” -> “has”.

8.2.2.1/E:
Should the first occurrence of BottomPicOrderCnt be BottomPreviousPicOrderCnt ?
8.2.2.3/E:
POC examples are wrong

8.2.4/E:

mb_slice_group_map_type should provide diagrams to make explanation of type 3, 4 and 5 
cleared.

8.2.4.1/E:
1) Change "a" to "an", 2)
Remove the additional word "to", 3) Allocation direction does not give

the location of the next mb address.

8.2.4.1/E:
Should "discard non stored pictures" be replaced by "discard non referenced pictures"
8.3.1.2.2/E:
Derivation process for neighbouring mackroblock pair indices (wrong reference)

8.3.1.2.4.2/E:
Intra prediction in field mode (typo)

8.3.1.2.4.1, 8.3.1.2.4.2/E:
Intra prediction in field mode (Request clarification)

Agreed.

8.4.1/E:

Is the correct reference subclause 7.4.5.1 or subclause 7.4.5?

8.4.1/E:

"and" is in the wrong position.
8.4.1.4.1/E:
Missing ")".
8.4.1.4.2.2/E:
Modify the descriptions to clarify the case for macroblock adaptive frame/field coding.
8.4.2.3.2/E:
Clearification of the correspondence between reference picture index and weighted value at 

MB-AFF.
8.4.2.3.2/E:
Typo of the range of explicit weighted value

8.7/E:

Input to Deblocking filter process 

8.7.1/E:

Mismatch of deblocking filtering strength between flowchart and text.

8.7.1/E:

Input to derivation process for the content dependent boundary filtering strength

8.7.2/E:

Derivation process for the thresholds for each block boundary

8.7.3/E:

Input to filtering process for edges with Bs smaller than 4 Clause 9: Parsing process
9.2.2.1/E:
Replace pseudo code with flow chart to be consistent with subclause 9.3.
9.2.3.2/E:
Reference to “7 tables” is not clear. -> “columns in Table 9-18”

9.3.1.1/M:
The lack of cabac_init_idc in the syntax tabular.

Agreed.

9.3.3.1/M:
The coding scheme of the PCM flag in the mb_type bin.

Agreed to specify.

9.3.3.1/M:
Neighbouring block selection scheme should be defined for MB Field mode.

Agreed.

9.3.3.1.1/M:
Clarification of CtxIdx calculation method for the CtxAbsMvdComp.

Agreed.

9.3.3.1.1/M:
Clarification of CtxIdx calculation method for all context identifiers

Agreed.

9.3.3.2.3/E:
Mismatch between encoder and decoder process flowchart.

Agreed.

Annex B: Byte stream format
B.1.1/E:

“Mnemonic” -> “Descriptor”.

Annex C: Hypothetical Reference Decoder
C.1.1.1/E:
Incorrect references.
C.1.2.2.1/E:
clarification of a frame store for a coded field.

Annex D: Supplemental enhancement information
D2.10/E:
A clause of non normative / error concealment should not be in the normative text.
Annex E: Video usability information

E.2.3/E:

If vui_pic_parameters() does not affect the decoding of pixels then it should be placed in the SEI messages.

Decision: Eliminate picture parameter set VUI.  Put these syntax elements directly into picture parameter set.  These cropping parameters have a normative effect, which is to define which samples are output from the decoder.  No reason remains for the distinction "sequence VUI" and "picture VUI", as there will only be one type of VUI (sequence VUI).

JVT-F064-L* Ballot [SGNB] Ballot Comments on JVT FCD

Subject 1: References to external specifications

See JNB response.

Subject 2: Editorial change nal_reference_idc to nal_ref_idc

Agreed.

Subject 3: mb_adaptive_frame_field_flag should be conditional on the frame_coding_only_flag.

See JNB response.

Subject 4: The function residual( ) requires an argument

Agreed.

Subject 5: Clarification on nal_ref_idc

See JNB response.

Subject 6: Maximum value of num_ref_frames

The current picture is not considered to be in the DPB until after carrying out the buffer management process.  There does not need to be space in the DPB for the current picture until and unless after that process has operated and it has been determined that the current picture will be stored for reference or output delay purposes.

Subject 7: non_ref_pic_reset_flag should also be the same for all slices belonging to the same picture

See JNB response.  A picture is a field or a frame. "non_ref_pic_reset_flag" rename for clarity.  MMCO 6&7 are removed.

Subject 8: Clarification on Slice Header syntax that must be the same for all slices belonging to the same picture

Editorial delegated to editor.  Non-editorial part no strong need for action – no action taken.

Subject 9: Table 7-11, the heading in the last column is incorrect.

Editorial delegated to editor.

Subject 10: Sliding window decoded picture buffer management.

See subject 6 response.

Subject 11: There is no such syntax element constrained_intra_pred

Misspelling (editor

Subject 12, 13, 14: Intra prediction.

Agreed.

Subject 15: Weighted prediction, Figure 8-15, correction to weights.

Resolved by weighted prediction actions noted elsewhere.

Subject 16: Weighted prediction is broken when weighted_bipred_implicit_flag equal to 1.

Resolved by weighted prediction actions noted elsewhere.

Subject 17: Profile restriction for Baseline.

frame_coding_only_flag shall be 1 for baseline.

Subject 18: Inconsistency in description for sequence of operations for the decoded picture buffer

Agreed.

Subject 19: Duplicate semantics for seq_parameter_set_id

Editorial delegated to editor.

Subject 20: For semantics of cpb_removal_delay, the length in bits is given by cpb_removal_delay_length.  There is no such syntax element.

Editorial delegated to editor.

JVT-F074-L* P2.0/3.1 [Joch] UB Video Comments on Draft Text

Subject 1: Sample averaging should add 1 in quarter-pel interpolation

Resolved as noted in notes for JVT-F014.

Subject 2: Signaling of PCM

PCM type needs to be in the macroblock type table. Agreed.

Subject 3: Deblocking for PCM

Resolved as noted in notes for JVT-F014.

Subject 4: Sliding window DBP operation should be POC order rather than decoding order

This could affect loss resilience.  No action taken.

Subject 5: Interpretation/naming of num_ref_idx_lx_active_minus1

Resolved as noted in JNB comments.

Subject 6: Editorial correction removing reference to non-existing "residual_4x4block" type

Editorial – to be corrected by editor.

JVT-F058* P2.2.1/3.1 [Bjontegaard+] Tech. Solutions Relating to RFB Achievement

See also JVT-F052, JVT-F053, and JVT-F056.

Notes that technical efforts toward RFB include some need for judgments of relevance of IPR.

Subject 1: Median motion vector prediction

Remark from Thomson: Thomson has decided to change its position re the RFB baseline profile and this issue no longer appears to be an obstacle.  New contribution JVT-F093 states this, and Subject 1 is withdrawn.

Subject 2: QP control

Proposed that rather than sending a delta QP, send an indication whether a new QP is needed or not and to send the value of the QP rather than the difference.  Notes that simulations performed using JVT common conditions would show no difference whatsoever in result based on this solution.

Subject 3: CBP

Author indicates not to be at all sure there is royalty-requiring IPR that covers this, so not sure there is a problem.  If there is a problem, not sure they have a solution.

No action.

JVT-F093 [Boyce] Thomson’s IPR Policy Regarding Royalty-Free Baseline
Declaration of allowance of royalty-free licensing for Baseline profile by Thomson

JVT-F087-L* Comment [Gao+] China NB Comments on Draft Text (9230)

Subject 1: Draft is good – promotion to FDIS supported

The strong interest of CHNB and its support for promotion to FDIS is noted and appreciated.

Subject 2: Reference software is too slow – need fast motion estimation

Discuss in re JVT-F021 subject 3.

Subject 3: Add rate control to the test model document

Requests work on non-normative test model reference encoding document 

JVT-F089-L* Comment [USNB] US NB Comments on AVC FCD Text

(plus an addendum to the contribution)

Further notes as recorded in draft response document.

JVT-F090-L Comment [ILNB] IL NB Comments on AVC FCD Ballot

Subject 1: FDIS for March '03 if issues are resolved, with concerns expressed

Subject 2: open technical issues

Subject 3: editorial completeness and coherency

Subject 4: Latest study draft (JVT-E146d37) is much better than the original FCD document

Subject 5: The relationships between the various formats of the top video syntax layer, and a unified approach to its interaction with the "system" layer.

Remark: Refer to "application" or "system".  Avoid "transmission" and "sending" (consider "conveying" or "presence")

Remark: Consider "self-contained" and "abbreviated" bitstream definitions.

Remark: Consider use of "NAL" term  ("NAL NAL units" ( "non-VCL NAL units")

Subject 6: A unified approach to error resilience.

Remark: Say nothing in normative parts.  Notes and informative subclause discussions OK.

Subject 7: A unified approach to time-wise aspects of progressive & interlaced fields & frames.

Remark: Clauses 7 to 9 need no concept of time – only order and geometry (fields & frames OK, but not progressive and interlaced and time)

Remark: Maybe also 5 and 6

Subject 8: A unified approach to bitstream and decoder conformance.

Bitstream and decoder conformance to be clarified.

JVT-F091-L Comment [GNB] GNB Comments on AVC FCD Ballot

Support of Joint FCD.  Support of JVT-E146d37, JVT-F039 and JVT-F089.

JVT-F089 is in Levels & Limits category.

JVT-F095-L Comment [UKNB] UKNB Comments on AVC FCD Ballot

Remark on maturity of text and preference for later FDIS.

JVT-F096-L Comment [KNB] KNB Comments on AVC (M9195)

See profiles & levels section.
JVT-F098-L P2.0/3.1 [Eifrig] POC Wrap, RAP, and Missing frames&fields

Subject 1 – Wrap around of POC (no action needed as POC is not allowed to wrap around)

Subject 2 – Initializing POC at random access point – No action needed. (a decoder doesn't need the actual POC)
Subject 3 – JVT-F044 modification of pic_order_count type 0, there is no information about how to calculate bottom field POC from top – Bottom field POC is coded as se(v) relative to top field POC in that mode. No action needed.
Subject 4 – Motion Compensation on random access for missing reference – Already specified (No action needed)  The value of unresolved references is already specified.
Subject 5 – In HRD, there may be a gap in output picture times. What to do in that case. Display related issue – out of scope
20.0
Joint Model Design

General

JVT-F010 Report [Kim] AHG Report: JM Reference Encoding

Review of inputs to the meeting.

Motion Estimation

JVT-F021 (MPEG parent body input) Subject 4 Motion estimation
JVT-F087 (CHNB) Subject 2: Need for fast ME in ref s/w

JVT-F011* Prop.(N-N) [Li & Wu] Fast Integer Pixel Motion Estimation

Withdrawn. (Some problems with the content.)

JVT-F017* Prop.(N-N) [Chen+] Fast Integer and Fractional Pel Motion Est.

Speed-up factor approximately a factor of 2 with one reference frame in use (where 50-60% of the total was ME), with 5 reference frames the ME would become 80% so a more subtantial speed-up is achieved.  Approx 0.03 dB loss or 1% on average.  Speed-up of the ME part is >90%.

Sometimes better than full-search.

Common conditions and some additional sequences for high motion and high definition were tested.

JVT-F079-L Info. [Lee+] Verification: Fast MV Search (JVT-F017)

Verification of JVT-F017.  Reported 5x speed-up for 5 reference frame use.

Other activities in the past:

FastVDO & Tourapis – information-only document in Geneva with executables and results.  Results reported 6x speed-up for 5 reference frames and 3x speed-up for 1 reference frame.

Remark: Current reference software has indices inverted in large tables and for the pictures – needs restructuring effort.

Difficult to act on inclusion into reference software in view of need for focus on normative content.  Correct reference decoder is the primary need.

Rate Control

JVT-F087 (CHNB) Subject 3: Need for rate control in ref s/w

JVT-F019-L* Prop.(N-N) [Li+] Rate Control

VBR and CBR support included.  Software and results just arrived.

JVT-F031-L* Info. [Gang] Verification: Adaptive Rate Control

Verification of JVT-F019.

JVT-F086-L* Prop.(N-N) [Ma, Gao, Lu] Proposed Draft Description of Rate Control

Proposed text for JVT-E069 method.  This is a CBR-only proposal.

Remark: JVT-E069 [Sun] showed up to 1 dB higher performance than constant-QP.  Some bug report that there is a problem with that software (crashes & very poor results in some cases).  Remark: Very helpful for preliminary efforts toward verification tests.

Neither of these shows how close the PSNR performance is to constant-QP case.  Authors of JVT-F019 reported up to 0.25 dB superior on some test sequences.

Difficult to act on inclusion into reference software in view of need for focus on normative content. Correct reference decoder is the primary need.

Request AHG to study both the issue of rate control and motion estimation, and provide recommendations at the next meeting, after which software integration should be more feasible.

21.0
Demonstrations, Performance Analysis, Interop Testing

General

JVT-F007 Report [Baroncini+] AHG Report: Coding Eff. Analysis & Testing

JVT-F008* Report [Joch] AHG Report: Bitstream Exchange

Performance Analysis

JVT-F060-L* Info. [Lorette+] Evaluation of CABAC, MB-AFF, and Direct Mode

Verification Testing

JVT-F067* I2.0/3.1 [Suzuki+] Preliminary Results for Verification Test

Demonstrations

JVT-F075-L* Info. [Joch] Demo of Main Profile on TI C64x

Test Sequences

JVT-F012* Info. [Kadono] Copyright Issue of Akiyo and News Sequences

Additional documents:

JVT-F099-O Output [JVT] Output HRD

JVT-F100-O Output [JVT] Output Draft Text / 2nd SoFCD

JVT-F101-O Output [JVT] Output Draft DoCR

Provide info – where to find ref s/w

Expecting reference decoder to be used for verif test?
22.
Ad Hoc Reflector Info: Bitstream Exchange AHG

By email: jvt-bitstream@mail.imtc.org

Over the web: <http://mail.imtc.org/cgi-bin/lyris.pl?enter=jvt-bitstream>

As a secure newsgroup: <news://mail.imtc.org/jvt-bitstream>
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