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Introduction

We are concerned that the memory bandwidth requirements of H.26L may be excessive, particular at higher resolutions such as ATSC’s 1920x1080i format. It may be that H.26L decoding at this resolution is beyond the capabilities of straightforward (and hence economical) implementations using current or foreseeable memory technologies. Clearly, this is not a new issue and a number of proposals have been made with the intention of addressing this issue (e.g. JVT-D064, JVT-D110, and JVT-D134r1).

In this document we offer a simple model for estimating prediction memory bandwidth. Typically this kind of model is regarded as proprietary and there is reluctance to publishing such information either because it is feared that it will assist competitors or that it will expose weaknesses in proposed solutions. The model proposed here is a very simple model that does not take into account all issues occurring in real implementations. It therefore represents a bound on implementation complexity: Implementations will need to provide a memory bandwidth that is greater than that indicated by this model.

This document explains the assumptions that are made in constructing the model. The model is represented by the associated Excel spreadsheet file (JVT-E093.xls) that is distributed along with this document.

Description of the model

The model computes the minimum DRAM clock rate that would need to be applied to a DRAM with a number of defined interface widths.


Types of DRAM

At the level of accuracy that this model is achieving the model is equally applicable to SDRAM, DDR (Double Data Rate) DRAM and the proposed DDR-II SDRAM specification. However, the DRAM clock rate computed by this model is that at which the core logic of the DRAM operates. For SDRAM and DDR this is the same clock rate as that at which the electrical interface operates. However for DDR-II the electrical interface is clocked at twice the rate that the core logic of the DRAM is clocked at.

The width of the DRAM interface is expressed as the “data quantum” – the minimum addressable unit of data. For SDRAM this is the same width as the data bus to the DRAM since a new column address may be issued, and data transferred, once each clock cycle. For DDR the “data quantum” is twice the data bus width since, while a new column address may be issued once each clock cycle, data is transferred on both edges of the clock – twice per clock cycle, each data transfer representing one half of the minimum addressable word width. Similarly for DDR-II the “data quantum” is four times the width of the bus interface (and the DRAM core logic clock one half that of the electrical interface clock).

Overheads that are modeled

The model deals with a number of overheads that are encountered in a memory system.

The first is the page overhead. Briefly, DRAMs are divided into a number of pages. Within a page data may be accessed essentially at random since a column address may be specified in each clock cycle
. However access to a page incurs two overheads, a precharge period required to correctly “close off” the access to whatever page had previously been addressed and a row access time, typically of a few clock cycles. In this model these two overheads are combined together and represented by the “Page change overhead (clocks)” value. The default value of 8 is typical of contemporary DDR SDRAMs.

The model assumes that the page overhead is “paid” once for each prediction rectangle that is formed. However, a prediction rectangle may actually straddle a number of DRAM pages. The assumption is that data is organized such that at the boundary between DRAM pages data that is adjacent in the image is never located in the same DRAM bank:
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Since the banks within a DRAM essentially operate independently it follows that commands to precharge and perform a row address command (to address the new page) can be issued essentially in parallel to each required bank. In fact, these commands will require at least one clock cycle each to issue and it is possible that there will, in a real implementation be contention on the control/address bus (where column commands to access data in one bank cannot be issued because the bus is being used to issue a row access command to another bank) – these effects are not dealt with by the model.

While the model assumes that the DRAM page penalty need be paid only once per prediction rectangle it assumes that it must be paid for every prediction rectangle. There is no assumption of spatial locality between prediction rectangles that will be pulled from DRAM for a given macroblock, or for adjacent macroblock. This is because we are interested in the required memory bandwidth to deal with a worst-case bitstream.

The second overhead that is modeled is the overhead caused by the requirement for the sub-pel filtering operations to fetch a rectangle that is larger than that which will be produced by the filtering operation. For the current 6-tap filter proposed for luminance this requires five additional pels to be read from memory in each dimension (a 4x4 prediction requiring a 9x9 pel area to be read from memory – 81 bytes). This overhead is controlled by the “filter border overhead (pels):” values in the spreadsheet. There are two values (one horizontal, one vertical) for each of luminance and chrominance components.  For chrominance the number of additional pels is one in each dimension based on the current linear interpolation “filter” for chrominance pels.

The third overhead that is modeled is the effect of the word width on the reading of pels. The “word width” is represented by the “Interface data quantum (bytes)” value in the spreadsheet, which represents the minimum addressable unit. As explained above, this is not always the same width as the actual electrical data bus width since either two or four bits may be transferred over each signal of the data bus in each DRAM core logic clock cycle.

The assumption in this model is that data is organized so that horizontally adjacent pels are located within the same word (when the word width is greater than one byte). In the vertical dimension each adjacent pel will be located in a different word.
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For example, the figure above illustrates the case where a 9x9 area of luminance pels is read from memory organized with minimum addressable data quantum of 4 bytes. Wherever the prediction is read a minimum of three words will always be required in the horizontal dimension. Because vertically adjacent pels are never located in the same word as one another nine separate words will be required in the vertical dimension and the total number of words that must be read will be twenty-seven (nine times three).

Chrominance data is assumed to be stored in a separate array to luminance data and organized so that Cr and Cb pels are interleaved with one-another within the DRAM word. This is a reasonable organization since we can be sure that wherever a Cr pel is required the corresponding Cb pel must also be read (and vice-versa).

Interleaved memory

The description above applies to the “Simple Interface” in the spreadsheet.

Noting that the spreadsheet indicates that implementation of H.26L at ATSC resolution is very difficult with a simple interface, we also offer a model for a more complex memory interface where data is interleaved 2:1 in the horizontal dimension. In this case there are two independent memory interfaces each storing alternating words from the array of image data. The key thing is that each memory interface is independently addressable. This is why this interface scheme achieves higher efficiency than the simple interface with a data quantum (word width) of twice the size.
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Because the two interfaces may be independently addressed in the interleaved case, the 9 pels for a worst-case 4x4 prediction block, that lie in a horizontal line, can always be read from DRAM in a single cycle. This is because the nine pels will either straddle a boundary requiring both interfaces to access the same address (e.g. pels f through n, or pels v through d’) or straddle a boundary where the interfaces access addresses that differ by one (e.g. the shaded pels n through v). In contrast for a simple interface there will always be some prediction rectangles that require two separate accesses.

Overview of model spreadsheet

The following notes explain the operation of the associated spreadsheet. 

Each of the prediction cases within the proposed H.26L standard is dealt with on a separate sheet. For example the 4x4 prediction is analyzed on the sheet entitled “4x4 calculations”.

On each sheet, the situation is analyzed for simple interfaces having 1, 2, 4, 8, or 16 byte minimum addressable units (data quantum), and also, for interleaved interfaces where each of the two independently addressable interfaces has 1, 2, 4, or 8 bytes.

The luminance case is dealt with first (columns D through F) by calculating the number of words that must be read horizontally in the prediction rectangle, multiplying this by the number of words vertically, “Total words”, and then adding the page overhead to yield “Total cycles”. This is repeated for chroma (columns G through I) and summed for luma and chroma, “Whole block”.

This is then multiplied by the number of the appropriate sized blocks computed per second for three example resolutions of interest (CIF, 601 [D1], and ATSC). In each case the vertical resolution is rounded up to a multiple of 32 on the assumption that the material will be coded as interlaced material requiring a whole number of macroblocks in each field. These yield the required DRAM clock rate to form the specific prediction type, using the specific interface organization, at the specific image resolution.

For each interface organization two efficiency numbers are calculated.

The “Prediction Efficiency” is calculated as the number of useful prediction pels yielded at the output of the prediction filter divided by the number of bytes that could be transferred over the data bus of the DRAM in the number of clock cycles used to read the prediction. It represents all of the overheads reflected in this model, including the overhead due to the additional pels read due to the 6 tap (and chroma 2-tap) filters.

The “Interface Efficiency” is calculated as the number of useful prediction pels required at the input of the prediction filter divided by the number of bytes that could be transferred over the data bus of the DRAM in the number of clock cycles used to read the prediction. It represents the overheads associated with accessing DRAMS that are reflected in this model, but excludes the overhead due to the additional pels read due to the 6 tap (and chroma 2-tap) filters.

It should be noted that the widest useful interfaces modeled in the spreadsheet achieve prediction efficiency around 7.5% which should be of concern to JVT.

Before leaving the description of the spreadsheets. “Chart Data” simply gathers data produced across different sheets of the spreadsheet together in one place for the purpose of producing graphs. These graphs are on the sheets “4x4 chart” and “Prediction Type Chart” and these graphs are discussed in the next section.

The sheets ‘Aligned’ and ‘Decoder BW’ are discussed in the section of this document entitled “Other demands on memory bandwidth”.

Conclusions from this bandwidth analysis
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The above chart shows the required DRAM clock frequency for interfaces of different width when reading worst-case 4x4 predictions (this being the most demanding of the prediction modes). The upper curve shows the required clock rate for 1, 2, 4, 8, and 16 byte interfaces. The lower curve shows the required clock rate for 2:1 interleaved interfaces each of which is 1, 2, 4, or 8 bytes wide. (So the 275MHz data point is for two interfaces operating in parallel each one-byte wide.)

The first point to note is that at the right-hand side the curves are horizontal. Making the interfaces wider-still will have no effect on the prediction bandwidth.
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The above chart shows the required DRAM clock rate for several of the more capable DRAM interface options for each of the prediction types.

We can see that in each case the DRAM bandwidth required for 8x8 predictions is less than one half that required for 4x4 predictions. This supports the restriction, (which we believe was adopted at the Klagenfurt meeting) that bi-directionally predicted macroblocks use no prediction blocks smaller than 8x8.

It can be instructive to “play” with the model. For example changing the “luma filter border overhead” (both horizontal and vertical) to three would model the case for a shorter, 4-tap, filter as opposed to the current 6-tap filter. This has a surprisingly small impact on the memory bandwidth requirements.

JVT-D134r1 proposes that the number of distinct prediction rectangles be limited to 16 for any two consecutive macroblocks for high definition picture coding. According to the model proposed in this document the most demanding case would occur with a pair of macroblocks each using all 4x8 or 8x4 predictions. Whether 4x8 or 8x4 predictions represents the worst case depends on the particular memory organization that is chosen, but in either case a significant reduction in worst-case prediction bandwidth is achieved.

The great advantage for implementers of the proposal made in JVT-D134r1 is that the limitation is over a very short period of time – two consecutive macroblocks. This allows on-chip buffering to be utilized to allow the averaging of memory bandwidth between the adjacent macroblocks. (A macroblock that used a lot of 4x4 predictions must follow a macroblock that was significantly easier to predict, allowing the prediction hardware to start on the second macroblock early.)

A limitation over a longer series of macroblocks quickly becomes uninteresting for an implementer since the on-chip buffering required to take advantage of it would become prohibitively expensive.

Other demands on memory bandwidth

The model presented so far in this document concentrates purely on prediction bandwidth. In addition to this there are a series of other activities that must take place which demand memory bandwidth.

· The decoded image must be written back to memory. Since this is aligned with both page and word boundaries it is a relatively inexpensive operation. (For example the simple 8-byte wide interface would require a 17MHz DRAM clock for this operation.)

· If the blocking filter is to be applied as a separate pass over the image (because of FMO) then the entire image must be read from DRAM and written back to DRAM.

· The image must be displayed. Reading the image for display will always be word and page aligned so it is a relatively inexpensive operation. However, the entire image must be read from DRAM during the active portion of the raster (the bandwidth cannot be averaged into the vertical blanking time). Furthermore, many systems require progressive output requiring two fields to be read from DRAM in each field period. Image scaling will also increase the bandwidth requirements.

· Memory bandwidth must be allocated for dealing with the coded data. This is easily grossly underestimated since it is typically mistakenly dismissed as only a few tens of megabits per second (the coded data rate) this ignores the variability of allocation of bits across the image. A trivial implementation would discover that the peak coded data rate is actually by far the largest memory bandwidth in the system, dwarfing prediction formation, because the number of coded data bits required to represent each transform coefficient (transform coefficients being the most prevalent syntax element in the bitstream) is essentially unbounded. Solutions to this problem, and the required memory bandwidth for those solutions, are an area that our company considers proprietary and so are not discussed here.

In addition to these requirements that are driven directly by the video coding standard, most real systems have other demands on memory bandwidth such as data (and possibly code) requirements of an embedded processor, requirements for audio decoding, requirements for transport decoding, on-screen-display graphics. Many of these demands might be satisfied by using separate external memory devices, distinct to those used for the video decoding process. However, such solutions are inherently more expensive (than more highly integrated solutions) requiring additional memory devices, larger pin-count packages, more area, etc.

In addition to these additional demands on memory bandwidth, the model discussed so far assumes that 100% of the available bandwidth will be useable by the decoder. In real systems it will be impossible to build a scheduler that achieves 100% utilization of the available bandwidth. Experience suggests that utilization somewhere between 50% and 80% is typically achieved.

In order to see the total memory bandwidth requirements of a decoder it is necessary to make some assumptions about these additional memory bandwidth requirements. This is the purpose of the “Decoder BW” sheet of the spreadsheet. Users of the spreadsheet can, of course, substitute their own assumptions to see the effect on memory bandwidth. The assumptions that we have chosen are as follows:

· The bandwidth required to store the decoded pictures is that for writing the required number of (page and word boundary) aligned macroblocks to DRAM.

· The macroblocks are processed in raster order so that no additional memory bandwidth is required to implement the de-blocking filter.

· The display bandwidth is related to the aligned macroblock bandwidth by scaling by the ratio of the total number of lines in the display raster divided by the number of active lines. (Actually this factor is close to one in the case of ATSC in any case.) The display bandwidth is multiplied by two to support deinterlaced progressive display.

· The bandwidth required to support the coded data is approximately twice the bandwidth required for aligned macroblock access. (We offer no justification for this, for the reasons outlined above.)

With these assumptions we calculate the DRAM clock both for an efficiency due to scheduling of 50% and of 80%.

These suggest that for ATSC resolution, of the most promising memory organizations, the following DRAM clocks would be required (all in MHz):

	
	Dual 8 byte 2:1 interleave
	Dual 4 byte 2:1 interleave
	8 byte simple

	
	Derated - 50% scheduling overhead

	4x4 prediction
	322
	478
	478

	8x4 prediction
	260
	322
	368

	8x8 prediction
	204
	266
	302

	
	Derated - 80% scheduling overhead

	4x4 prediction
	202
	299
	299

	8x4 prediction
	163
	202
	230

	8x8 prediction
	128
	167
	189


Weaknesses of this model

The model of DRAM bandwidth offered in this document is a simple model that neglects many effects that a real system designer must take into consideration. For example, the model assumes that the control and address bus to the DRAM is always available for issuing column addresses. No account is made of the fact that there will be clock cycles where it would be desirable to issue a column address to one bank and issue other commands to another bank, for example. Similarly, no account is taken of the possible contention on the data bus when a write operation to the DRAM follows a read operation. No account is taken of the requirement to refresh the DRAM.

It should be noted that all of the weaknesses identified would make the bandwidth requirements of a real implementation worse than that which is predicted by this model. 

Available DRAM technology

The fastest DRAM technology announced appears to be DDR-300 (the 300 referring to the data transfer rate) with an internal DRAM core logic clock of 150MHz. Various DRAM company websites mention DDR-400 (200MHz core logic clock) being available for sampling in 2003, for production in 2004. It should be noted that parts at this speed use wide data interfaces so that the data quantum will be at least 8 bytes – ruling out some of the memory organizations analyzed in this document.

Historically, consumer electronics equipment makers building set-top-boxes, DVD players and similar equipment have always tried to align their DRAM memory requirements with those of the PC industry. In this way cost reduction driven by the large volumes in the PC industry drive down costs for consumer equipment. However, DDR memories intended for the PC are expected to run at much lower speeds (around one half) of the fastest DRAMs that will be required to enable decoding H.26L at HDTV resolutions.

It appears, based on this bandwidth model, that simple DRAM interface organizations will not support the existing H.26L standard at ATSC resolutions, and will probably be marginal even with the adoption of the proposal in JVT-D134r1.

Since DRAM capacities, even of the smallest density devices produced in contemporary technology, support ATSC decoding it follows that when multiple devices are used in parallel (as in interleaved organizations) that the additional devices are purely present to provide bandwidth. The additional capacity is unused, at least by the video decoding function. (For example the five framestores required of an ATSC decoder require only 120 Mbits.)

The conclusion must be that H.26L ATSC decoders that support ATSC resolution worst-case bitstreams will employ at least twice the number of DRAM chips as inadequately engineered decoders that apparently operate correctly for easier bitstreams. Even with the relatively depressed cost of DRAM chips that have prevailed in recent years it seems unlikely that the economics of consumer electronics devices will support the more expensive standard-compliant solutions.

Conclusions

It is quite clear, even using the simple model of DRAM bandwidth offered in this document, that H.26L decoding at ATSC resolution would not be possible even with DDR-400 parts if nothing is done to limit DRAM prediction memory bandwidth.

This will inevitably lead to the introduction of decoder solutions that claim to decode H.26L at ATSC resolution, but which are unable to deal with worst-case bitstreams. This will lead to problems in many industries where decoders either fail system compliance testing (leading to delays in introduction of services and products) or worse still, prove unreliable in the field after being deployed.

We strongly advocate adoption of the recommendation in JVT-D134r1 to limit the number of distinct prediction rectangles to sixteen in any two successive macroblocks, when dealing with HDTV resolutions.

Even with the reduction of prediction memory bandwidth that this achieves (broadly speaking reducing it by one third) it is clear that only the most exotic memory interface organizations coupled with the most advanced memory technologies will be able to decode worst-case bitstreams when such decoders will first be introduced.

With this in mind we believe that JVT should seriously consider whether the small prediction rectangles (smaller than 8x8) give sufficient picture quality advantage at HDTV resolutions to justify their extreme implementation cost.
� Every other electrical interface clock cycle for DDR-II DRAMs, this being one column address for each cycle of the internal core logic of the DDR-II DRAM.
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4x4 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		4x4 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		168960		648000		3916800

		Luma		4		4		16		9		9		81

		Chroma		4		2		8		6		3		18

								24						99

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		9		81		89		6		18		26		115		20.87%		86.09%		20		75		451

						2		5		45		53		4		12		20		73		16.44%		67.81%		13		48		286

						4		3		27		35		3		9		17		52		11.54%		47.60%		9		34		204

				(e.g. 32-bit DDR)		8		2		18		26		2		6		14		40		7.50%		30.94%		7		26		157

				(e.g. 64-bit DDR)		16		2		18		26		2		6		14		40		3.75%		15.47%		7		26		157

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		5		45		53		3		9		17		70		17.14%		70.71%		12		46		275

						2		3		27		35		2		6		14		49		12.24%		50.51%		9		32		192

				(e.g. dual 16-bit DDR)		4		2		18		26		2		6		14		40		7.50%		30.94%		7		26		157

				(e.g. dual 32-bit DDR)		8		1		9		17		1		3		11		28		5.36%		22.10%		5		19		110

		Assumes that 4 banks are used so that a visit to prediction block incurs one page penalty and no more. However, since this is worst case all predictions incur that penalty.

		Prediction efficiency is the number or predicted pels that are produced divided by the raw byte transfer capability of the interface.

		Interface efficiency is the number of bytes that are read to produce the filtered prediction divided by the raw byte transfer capability of the interface.





Chart data

				Simple		2:1 interleave

		1		451		275

		2		286		192

		4		204		157

		8		157		110

		16		157		110

				Dual 8 byte 2:1 interleave		Dual 4 byte 2:1 interleave		8 byte simple

		4x4		110		157		157

		4x8		67		102		102

		8x4		79		79		102

		8x8		51		51		69

		8x16		38		38		52

		16x8		26		35		44

		16x16		19		26		34
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4x8 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		4x8 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		84480		324000		1958400

		Luma		4		8		32		9		13		117

		Chroma		4		4		16		6		5		30

								48						147

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		9		117		125		6		30		38		163		29.45%		90.18%		14		53		320

						2		5		65		73		4		20		28		101		23.76%		72.77%		9		33		198

						4		3		39		47		3		15		23		70		17.14%		52.50%		6		23		138

				(e.g. 32-bit DDR)		8		2		26		34		2		10		18		52		11.54%		35.34%		5		17		102

				(e.g. 64-bit DDR)		16		2		26		34		2		10		18		52		5.77%		17.67%		5		17		102

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		5		65		73		3		15		23		96		25.00%		76.56%		9		32		189

						2		3		39		47		2		10		18		65		18.46%		56.54%		6		22		128

				(e.g. dual 16-bit DDR)		4		2		26		34		2		10		18		52		11.54%		35.34%		5		17		102

				(e.g. dual 32-bit DDR)		8		1		13		21		1		5		13		34		8.82%		27.02%		3		12		67





8x4 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		8x4 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		84480		324000		1958400

		Luma		8		4		32		13		9		117

		Chroma		8		2		16		10		3		30

								48						147

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		13		117		125		10		30		38		163		29.45%		90.18%		14		53		320

						2		7		63		71		6		18		26		97		24.74%		75.77%		9		32		190

						4		4		36		44		4		12		20		64		18.75%		57.42%		6		21		126

				(e.g. 32-bit DDR)		8		3		27		35		3		9		17		52		11.54%		35.34%		5		17		102

				(e.g. 64-bit DDR)		16		2		18		26		2		6		14		40		7.50%		22.97%		4		13		79

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		7		63		71		5		15		23		94		25.53%		78.19%		8		31		185

						2		4		36		44		3		9		17		61		19.67%		60.25%		6		20		120

				(e.g. dual 16-bit DDR)		4		2		18		26		2		6		14		40		15.00%		45.94%		4		13		79

				(e.g. dual 32-bit DDR)		8		2		18		26		2		6		14		40		7.50%		22.97%		4		13		79





8x8 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		8x8 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		42240		162000		979200

		Luma		8		8		64		13		13		169

		Chroma		8		4		32		10		5		50

								96						219

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		13		169		177		10		50		58		235		40.85%		93.19%		10		39		231

						2		7		91		99		6		30		38		137		35.04%		79.93%		6		23		135

						4		4		52		60		4		20		28		88		27.27%		62.22%		4		15		87

				(e.g. 32-bit DDR)		8		3		39		47		3		15		23		70		17.14%		39.11%		3		12		69

				(e.g. 64-bit DDR)		16		2		26		34		2		10		18		52		11.54%		26.32%		3		9		51

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		7		91		99		5		25		33		132		36.36%		82.95%		6		22		130

						2		4		52		60		3		15		23		83		28.92%		65.96%		4		14		82

				(e.g. dual 16-bit DDR)		4		2		26		34		2		10		18		52		23.08%		52.64%		3		9		51

				(e.g. dual 32-bit DDR)		8		2		26		34		2		10		18		52		11.54%		26.32%		3		9		51





8x16 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		8x16 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		21120		81000		489600

		Luma		8		16		128		13		21		273

		Chroma		8		8		64		10		9		90

								192						363

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		13		273		281		10		90		98		379		50.66%		95.78%		9		31		186

						2		7		147		155		6		54		62		217		44.24%		83.64%		5		18		107

						4		4		84		92		4		36		44		136		35.29%		66.73%		3		12		67

				(e.g. 32-bit DDR)		8		3		63		71		3		27		35		106		22.64%		42.81%		3		9		52

				(e.g. 64-bit DDR)		16		2		42		50		2		18		26		76		15.79%		29.85%		2		7		38

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		7		147		155		5		45		53		208		46.15%		87.26%		5		17		102

						2		4		84		92		3		27		35		127		37.80%		71.46%		3		11		63

				(e.g. dual 16-bit DDR)		4		2		42		50		2		18		26		76		31.58%		59.70%		2		7		38

				(e.g. dual 32-bit DDR)		8		2		42		50		2		18		26		76		15.79%		29.85%		2		7		38





16x8 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		16x8 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks:		21120		81000		489600

		Luma		16		8		128		21		13		273

		Chroma		16		4		64		18		5		90

								192						363

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		21		273		281		18		90		98		379		50.66%		95.78%		9		31		186

						2		11		143		151		10		50		58		209		45.93%		86.84%		5		17		103

						4		6		78		86		6		30		38		124		38.71%		73.19%		3		11		61

				(e.g. 32-bit DDR)		8		4		52		60		4		20		28		88		27.27%		51.56%		2		8		44

				(e.g. 64-bit DDR)		16		3		39		47		3		15		23		70		17.14%		32.41%		2		6		35

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		11		143		151		9		45		53		204		47.06%		88.97%		5		17		100

						2		6		78		86		5		25		33		119		40.34%		76.26%		3		10		59

				(e.g. dual 16-bit DDR)		4		3		39		47		3		15		23		70		34.29%		64.82%		2		6		35

				(e.g. dual 32-bit DDR)		8		2		26		34		2		10		18		52		23.08%		43.63%		2		5		26





16x16 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		16x16 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		10560		40500		244800

		Luma		16		16		256		21		21		441

		Chroma		16		8		128		18		9		162

								384						603

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		21		441		449		18		162		170		619		62.04%		97.42%		7		26		152

						2		11		231		239		10		90		98		337		56.97%		89.47%		4		14		83

						4		6		126		134		6		54		62		196		48.98%		76.91%		3		8		48

				(e.g. 32-bit DDR)		8		4		84		92		4		36		44		136		35.29%		55.42%		2		6		34

				(e.g. 64-bit DDR)		16		3		63		71		3		27		35		106		22.64%		35.55%		2		5		26

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quantum (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		11		231		239		9		81		89		328		58.54%		91.92%		4		14		81

						2		6		126		134		5		45		53		187		51.34%		80.61%		2		8		46

				(e.g. dual 16-bit DDR)		4		3		63		71		3		27		35		106		45.28%		71.11%		2		5		26

				(e.g. dual 32-bit DDR)		8		2		42		50		2		18		26		76		31.58%		49.59%		1		4		19
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4x4 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		4x4 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		168960		648000		3916800

		Luma		4		4		16		9		9		81

		Chroma		4		2		8		6		3		18

								24						99

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		9		81		89		6		18		26		115		20.87%		86.09%		20		75		451

						2		5		45		53		4		12		20		73		16.44%		67.81%		13		48		286

						4		3		27		35		3		9		17		52		11.54%		47.60%		9		34		204

				(e.g. 32-bit DDR)		8		2		18		26		2		6		14		40		7.50%		30.94%		7		26		157

				(e.g. 64-bit DDR)		16		2		18		26		2		6		14		40		3.75%		15.47%		7		26		157

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		5		45		53		3		9		17		70		17.14%		70.71%		12		46		275

						2		3		27		35		2		6		14		49		12.24%		50.51%		9		32		192

				(e.g. dual 16-bit DDR)		4		2		18		26		2		6		14		40		7.50%		30.94%		7		26		157

				(e.g. dual 32-bit DDR)		8		1		9		17		1		3		11		28		5.36%		22.10%		5		19		110

		Assumes that 4 banks are used so that a visit to prediction block incurs one page penalty and no more. However, since this is worst case all predictions incur that penalty.

		Prediction efficiency is the number or predicted pels that are produced divided by the raw byte transfer capability of the interface.

		Interface efficiency is the number of bytes that are read to produce the filtered prediction divided by the raw byte transfer capability of the interface.





Chart data

				Simple		2:1 interleave

		1		451		275

		2		286		192

		4		204		157

		8		157		110

		16		157

				Dual 8 byte 2:1 interleave		Dual 4 byte 2:1 interleave		8 byte simple

		4x4		110		157		157

		4x8		67		102		102

		8x4		79		79		102

		8x8		51		51		69

		8x16		38		38		52

		16x8		26		35		44

		16x16		19		26		34





4x4 chart
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Prediction Type Chart
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Dual 8 byte 2:1 interleave
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Required DRAM clock for different prediction types
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4x8 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		4x8 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		84480		324000		1958400

		Luma		4		8		32		9		13		117

		Chroma		4		4		16		6		5		30

								48						147

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		9		117		125		6		30		38		163		29.45%		90.18%		14		53		320

						2		5		65		73		4		20		28		101		23.76%		72.77%		9		33		198

						4		3		39		47		3		15		23		70		17.14%		52.50%		6		23		138

				(e.g. 32-bit DDR)		8		2		26		34		2		10		18		52		11.54%		35.34%		5		17		102

				(e.g. 64-bit DDR)		16		2		26		34		2		10		18		52		5.77%		17.67%		5		17		102

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		5		65		73		3		15		23		96		25.00%		76.56%		9		32		189

						2		3		39		47		2		10		18		65		18.46%		56.54%		6		22		128

				(e.g. dual 16-bit DDR)		4		2		26		34		2		10		18		52		11.54%		35.34%		5		17		102

				(e.g. dual 32-bit DDR)		8		1		13		21		1		5		13		34		8.82%		27.02%		3		12		67





8x4 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		8x4 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		84480		324000		1958400

		Luma		8		4		32		13		9		117

		Chroma		8		2		16		10		3		30

								48						147

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		13		117		125		10		30		38		163		29.45%		90.18%		14		53		320

						2		7		63		71		6		18		26		97		24.74%		75.77%		9		32		190

						4		4		36		44		4		12		20		64		18.75%		57.42%		6		21		126

				(e.g. 32-bit DDR)		8		3		27		35		3		9		17		52		11.54%		35.34%		5		17		102

				(e.g. 64-bit DDR)		16		2		18		26		2		6		14		40		7.50%		22.97%		4		13		79

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		7		63		71		5		15		23		94		25.53%		78.19%		8		31		185

						2		4		36		44		3		9		17		61		19.67%		60.25%		6		20		120

				(e.g. dual 16-bit DDR)		4		2		18		26		2		6		14		40		15.00%		45.94%		4		13		79

				(e.g. dual 32-bit DDR)		8		2		18		26		2		6		14		40		7.50%		22.97%		4		13		79





8x8 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		8x8 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		42240		162000		979200

		Luma		8		8		64		13		13		169

		Chroma		8		4		32		10		5		50

								96						219

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		13		169		177		10		50		58		235		40.85%		93.19%		10		39		231

						2		7		91		99		6		30		38		137		35.04%		79.93%		6		23		135

						4		4		52		60		4		20		28		88		27.27%		62.22%		4		15		87

				(e.g. 32-bit DDR)		8		3		39		47		3		15		23		70		17.14%		39.11%		3		12		69

				(e.g. 64-bit DDR)		16		2		26		34		2		10		18		52		11.54%		26.32%		3		9		51

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		7		91		99		5		25		33		132		36.36%		82.95%		6		22		130

						2		4		52		60		3		15		23		83		28.92%		65.96%		4		14		82

				(e.g. dual 16-bit DDR)		4		2		26		34		2		10		18		52		23.08%		52.64%		3		9		51

				(e.g. dual 32-bit DDR)		8		2		26		34		2		10		18		52		11.54%		26.32%		3		9		51





8x16 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		8x16 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		21120		81000		489600

		Luma		8		16		128		13		21		273

		Chroma		8		8		64		10		9		90

								192						363

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		13		273		281		10		90		98		379		50.66%		95.78%		9		31		186

						2		7		147		155		6		54		62		217		44.24%		83.64%		5		18		107

						4		4		84		92		4		36		44		136		35.29%		66.73%		3		12		67

				(e.g. 32-bit DDR)		8		3		63		71		3		27		35		106		22.64%		42.81%		3		9		52

				(e.g. 64-bit DDR)		16		2		42		50		2		18		26		76		15.79%		29.85%		2		7		38

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		7		147		155		5		45		53		208		46.15%		87.26%		5		17		102

						2		4		84		92		3		27		35		127		37.80%		71.46%		3		11		63

				(e.g. dual 16-bit DDR)		4		2		42		50		2		18		26		76		31.58%		59.70%		2		7		38

				(e.g. dual 32-bit DDR)		8		2		42		50		2		18		26		76		15.79%		29.85%		2		7		38





16x8 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		16x8 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks:		21120		81000		489600

		Luma		16		8		128		21		13		273

		Chroma		16		4		64		18		5		90

								192						363

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		21		273		281		18		90		98		379		50.66%		95.78%		9		31		186

						2		11		143		151		10		50		58		209		45.93%		86.84%		5		17		103

						4		6		78		86		6		30		38		124		38.71%		73.19%		3		11		61

				(e.g. 32-bit DDR)		8		4		52		60		4		20		28		88		27.27%		51.56%		2		8		44

				(e.g. 64-bit DDR)		16		3		39		47		3		15		23		70		17.14%		32.41%		2		6		35

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		11		143		151		9		45		53		204		47.06%		88.97%		5		17		100

						2		6		78		86		5		25		33		119		40.34%		76.26%		3		10		59

				(e.g. dual 16-bit DDR)		4		3		39		47		3		15		23		70		34.29%		64.82%		2		6		35

				(e.g. dual 32-bit DDR)		8		2		26		34		2		10		18		52		23.08%		43.63%		2		5		26





16x16 calculations

		One directional (P not B) prediction

																										CIF		601		ATSC

								Page change overhead (clocks):		8														H resolution (pels):		352		720		1920

								Vert. luma filter border overhead (pels):		5														V resolution (pels):		240		480		1080

								Horiz. luma filter border overhead (pels):		5														Frame rate (Hz):		30		30		30

								Vert. chroma filter border overhead (pels):		1

								Horiz. chroma filter border overhead (pels):		1														Actual H resolution (pels):		352		720		1920

																								Actual V resolution (pels):		256		480		1088

		16x16 Prediction

				H		V		A		H+ovhd		V+ovhd		A+ovhd										Number of blocks per second:		10560		40500		244800

		Luma		16		16		256		21		21		441

		Chroma		16		8		128		18		9		162

								384						603

		Simple interface						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		21		441		449		18		162		170		619		62.04%		97.42%		7		26		152

						2		11		231		239		10		90		98		337		56.97%		89.47%		4		14		83

						4		6		126		134		6		54		62		196		48.98%		76.91%		3		8		48

				(e.g. 32-bit DDR)		8		4		84		92		4		36		44		136		35.29%		55.42%		2		6		34

				(e.g. 64-bit DDR)		16		3		63		71		3		27		35		106		22.64%		35.55%		2		5		26

		2:1 horizontal interleave						Luma						Chroma								Prediction		Interface		Required DRAM clock

		Interface data quanta (bytes)						H words		Total words		Total cycles		H words		Total words		Total cycles		Whole Block		Efficiency		Efficiency		MHz		MHz		MHz

						1		11		231		239		9		81		89		328		58.54%		91.92%		4		14		81

						2		6		126		134		5		45		53		187		51.34%		80.61%		2		8		46

				(e.g. dual 16-bit DDR)		4		3		63		71		3		27		35		106		45.28%		71.11%		2		5		26

				(e.g. dual 32-bit DDR)		8		2		42		50		2		18		26		76		31.58%		49.59%		1		4		19






