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Summary
The B-picture of the Joint FCD [1] covers the case where both two reference pictures exist in the same direction, but it does not perform well in many cases because of the carelessly defined detailed specification of the FCD. A clean-up solution was proposed to overcome this problem. The direct mode was modified to use the co-located MB in the last decode reference picture, that also save the memory requirement. Temporal motion copy simply using the same prediction type and motion vectors as those of the co-located MB was introduced for the temporal direct mode. A modified MB type table was used to save the overhead. The simulation result shows extremely high coding gain of about 10% in average and 27% at maximum. The change does not affect on the traditional B-picture referring both directions. 
1. Problems of B-picture in FCD

1.1 Direct mode

1.1.1 Co-located Macroblock

It is defined in the FCD that the first picture (the picture at index 0) in list 1 is used for the co-located MB for both spatial and temporal direct modes. This is the secondly closest reference picture in the case when both two reference pictures exist in the forward direction, unless reference pictures are re-mapped. It causes the following problems:

· Because the co-located MB is not temporally closest to the coded picture, it is likely to cause coding efficiency degradation.

· It requires much memory to store the prediction structure and the motion vectors of the co-located macroblocks. At least two reference pictures are necessary for forward-only case. Considering that there may be a re-mapping of the reference pictures, the decoder must have such storage for the maximum number of reference pictures defined by Profile@Level. 

1.1.2 Temporal direct mode

The temporal direct mode of the FCD is fixed to the bi-predictive prediction. This may be appropriate for the traditional B-picture referring both directions because bi-predictive prediction outperforms the single prediction (list 0 or list 1 only) in most cases. In the case when two reference pictures exist in the same direction, the single prediction is better than the bi-predictive prediction in some cases. 
1.2 Macroblock type table

The macroblock type table for the B-picture (Table 7-13) in the FCD contains single prediction macroblock types for both list 0 (Pred_L0_16x16, etc.) and list 1 (BiPred_L1_16x16, etc.). It is redundant for the case when both two reference picture exist in the same direction because the same reference pictures are listed in both list 0 and list 1. Only one of list 0 and list 1 is necessary in this case. 

2. Proposed solution

2.1 Direct mode

2.1.1 Co-located macroblock

We propose to use the co-located MB of the most recently decoded reference frame. It is the temporally closest reference picture for typical forward-only B-pictures (IBBBB structure), thus the coding efficiency will improve compared the co-located MB of the FCD. The co-located MB stays the same for traditional B-picture structure with bi-directional prediction (IBBPBB, etc.), thus there is no affect on this case. 

This change also saves the memory requirement because the co-located MB of only one reference picture is necessary. 

2.1.2 Temporal motion copy for temporal direct mode

We propose to change the temporal direct prediction to simply use the same prediction structure and motion vectors as in the co-located MB only when two reference pictures exist in the same direction. 
· Use the same mb_type, sub_mb_type, reference picture indexes and reconstructed motion vectors as those of the co-located macroblock. 

· In case when the intra prediction is used in the co-located macroblock, the spatial direct prediction technique is used. 

There is no change on the B-picture referring both directions. 

2.2 Macroblock type table
We propose to use the macroblock type table containing only list 0 prediction and bi-predictive prediction macroblock types (i.e. without list 1 prediction) to reduce the overhead if list 1 active reference picture set is a subset of list 0 reference picture set. 

3. Simulation result

Table 1 and Table 2 show the simulation conditions and video sequences used for the simulation, respectively. IPBBB… structure is used for the simulation where B-picture refers to only temporally forward direction and used as reference in the following B-pictures. Other conditions as well as test sequences follow the common test condition[2]. Detailed simulation results are summarized in the separate excel file “JVT-E092.xls”. 

Table 3 shows the coding gain of the proposed method with the temporal direct mode compared to the temporal direct mode of the FCD. The results show extremely high coding gain of the proposed methods. The bit savings are 10.91% in average and 26.45% at maximum for CAVLC, and 6.96% and 18.11% respectively for CABAC. Further coding gains are observed by employing the proposed MB type table. 

Table 4 shows the comparison between the spatial direct mode and the temporal direct mode. The temporal direct mode of the FCD is much worse than the spatial direct mode (5-20 % for CAVLC and 2-20% for CABAC). On the other hands, the proposed temporal direct mode becomes better than the proposed spatial direct mode for some sequences; better for the sequences Container, News, Mobile, Tempete (2-12% for CAVLC and 1-9% for CABAC), worse for Forman (2%/4%), and almost comparable for Paris and Silent. The tendency is the same for the case when the proposed MB type table is used. 

Table 1 Simulation conditions

	Base program
	JM4.2

	R-D optimization
	used

	Symbole mode
	CAVLC / CABAC

	MV search range
	32

	MV resolution
	1/4-pel

	Number of reference pictures
	5

	Minimum bi-pred block size
	8x8

	QP
	28, 32, 36, 40

	FMO / DP
	not used

	ABT
	not used

	Picture type
	I0-P1-B2-B3-B4...


Table 2 Video sequences

	Sequence
	Frame size
	Frame rate

	Container
	QCIF
	10Hz

	News
	QCIF
	10Hz

	Foreman
	QCIF
	10Hz

	Paris
	CIF
	15Hz

	Silent Voice
	QCIF
	15Hz

	Mobile
	CIF
	30Hz

	Tempete
	CIF
	30Hz


Table 3 Coding gain of the proposed method (temporal direct) from FCD

	CAVLC
	
	
	
	

	Sequence
	avsnr4 (QP=28,32,36,40)

	
	Proposed temporal v.s. FCD temporal
	Temporal+Mbtype v.s. FCD temporal

	
	ΔPSNR
	Δbitrate
	ΔPSNR
	Δbitrate

	Container
	 1.529 dB 
	-26.45%
	 1.602 dB 
	-26.95%

	News
	 0.645 dB 
	-10.04%
	 0.695 dB 
	-10.71%

	Foreman
	 0.070 dB 
	-1.29%
	 0.122 dB 
	-2.27%

	Paris
	 0.613 dB 
	-11.10%
	 0.643 dB 
	-11.64%

	Silent Voice
	 0.506 dB 
	-9.31%
	 0.549 dB 
	-10.02%

	Mobile
	 0.463 dB 
	-9.98%
	 0.500 dB 
	-10.68%

	Tempete
	 0.354 dB 
	-8.22%
	 0.397 dB 
	-9.03%

	Average
	
	-10.91%
	
	-11.61%

	Max
	
	-26.45%
	
	-26.95%


	CABAC
	
	
	
	

	Sequence
	avsnr4 (QP=28,32,36,40)

	
	Proposed temporal v.s. FCD temporal
	Temporal+Mbtype v.s. FCD temporal

	
	ΔPSNR
	Δbitrate
	ΔPSNR
	Δbitrate

	Container
	 0.994 dB 
	-18.11%
	 1.067 dB 
	-19.34%

	News
	 0.426 dB 
	-6.84%
	 0.537 dB 
	-8.52%

	Foreman
	 0.013 dB 
	-0.23%
	 0.150 dB 
	-2.88%

	Paris
	 0.426 dB 
	-7.80%
	 0.509 dB 
	-9.25%

	Silent Voice
	 0.242 dB 
	-4.53%
	 0.331 dB 
	-6.18%

	Mobile
	 0.280 dB 
	-6.10%
	 0.352 dB 
	-7.59%

	Tempete
	 0.218 dB 
	-5.11%
	 0.302 dB 
	-7.00%

	Average
	
	-6.96%
	
	-8.68%

	Max
	
	-18.11%
	
	-19.34%


Table 4 Comparison between Spatial and temporal

	CAVLC
	
	
	
	
	
	

	Sequence
	avsnr4 (QP=28,32,36,40)

	
	FCD temporal v.s. Proposed spatial
	Proposed temporal v.s. Proposed spatial
	Proposed temporal v.s. Proposed spatial
(proposed mb_type)

	
	ΔPSNR
	Δbitrate
	ΔPSNR
	Δbitrate
	ΔPSNR
	Δbitrate

	Container
	 -0.905 dB 
	19.24%
	 0.665 dB 
	-12.40%
	 0.665 dB 
	-12.25%

	News
	 -0.561 dB 
	9.61%
	 0.090 dB 
	-1.42%
	 0.084 dB 
	-1.35%

	Foreman
	 -0.285 dB 
	5.78%
	 -0.225 dB 
	4.50%
	 -0.187 dB 
	3.71%

	Paris
	 -0.607 dB 
	12.60%
	 -0.011 dB 
	0.11%
	 -0.044 dB 
	0.79%

	Silent Voice
	 -0.486 dB 
	9.79%
	 0.023 dB 
	-0.44%
	 0.007 dB 
	-0.14%

	Mobile
	 -0.378 dB 
	8.79%
	 0.101 dB 
	-2.16%
	 0.099 dB 
	-2.13%

	Tempete
	 -0.233 dB 
	5.63%
	 0.133 dB 
	-3.11%
	 0.134 dB 
	-3.11%

	
	
	
	
	
	
	

	CABAC
	
	
	
	
	
	

	Sequence
	avsnr4 (QP=28,32,36,40)

	
	FCD temporal v.s. Proposed spatial
	Proposed temporal v.s. Proposed spatial
	Proposed temporal v.s. Proposed spatial
(proposed mb_type)

	
	ΔPSNR
	Δbitrate
	ΔPSNR
	Δbitrate
	ΔPSNR
	Δbitrate

	Container
	 -0.514 dB 
	10.53%
	 0.505 dB 
	-9.60%
	 0.494 dB 
	-9.48%

	News
	 -0.368 dB 
	6.24%
	 0.063 dB 
	-1.04%
	 0.091 dB 
	-1.52%

	Foreman
	 -0.110 dB 
	2.22%
	 -0.101 dB 
	2.02%
	 -0.080 dB 
	1.58%

	Paris
	 -0.451 dB 
	9.09%
	 -0.032 dB 
	0.62%
	 -0.036 dB 
	0.71%

	Silent Voice
	 -0.231 dB 
	4.53%
	 0.010 dB 
	-0.20%
	 0.008 dB 
	-0.15%

	Mobile
	 -0.168 dB 
	3.77%
	 0.123 dB 
	-2.63%
	 0.125 dB 
	-2.68%

	Tempete
	 -0.091 dB 
	2.16%
	 0.132 dB 
	-3.12%
	 0.138 dB 
	-3.28%


4. Conclusion

A clean-up solution was proposed to overcome the performance problem of the current B-picture in the FCD carelessly defined for the case when two reference pictures exist in the same direction. Modifications to the direct mode and the MB type table were proposed. The simulation results showed the extremely high coding gain of the proposed methods; about 10% in average and 27% at maximum. The proposed direct mode also saves the memory storage for the co-located macroblocks because the last decoded reference picture is used for this purpose. We therefore recommend to adopt the proposed solutions to the AAP document. 
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Annex A  Detailed description of changes

A.1. Motion vectors in direct mode (10.3.3)

Subclause 10.3.3.1 and 10.3.3.2, whole paragraphs, change:

“co-located macroblock of the first picture (the picture at index 0) in list 1”
to 

“co-located macroblock of the most recently decoded stored frame”.

Subclause 10.3.3.2, add the following paragraphs:
“If the most recently decoded stored frame and the reference picture indicated by list 0 index of the co-located macroblock exist in the opposite directions from the current picture, alternate temporal technique shall be used. The prediction signal is generated by using the same prediction parameters as those of the co-located macroblock. Here, the prediction parameters are mb_type, sub_mb_type, ref_idx_l0, ref_idx_l1 and the reconstructed motion vectors. If mb_type of the co-located macroblock is intra, or if the reference picture indicated by the reference index of the co-located macroblock does not exist in the reference picture buffer, or the frame/field modes of the current macroblock and the co-located macroblock are different, the spatial technique shall be used.”
A.2. Macroblock layer semantics (7.4.5)

Subclause 7.4.5 (Macroblock layer semantics), add the following sentences to the eighth paragraph: 

“If both num_ref_idx_l0_active_minus1 and num_ref_idx_l1_active_minus1 are greater then zero and list 1 active reference picture set is a subset of list 0 reference picture set, alternate mb_type values for B slices in Table 7-XX are used instead of those in Table 7-13. In the alternate case, the mb_type values 0 to 11 are specified in Table 7-XX and the mb_type values 12 to 36 are specified in Table 7-10 by adding 12 to the value of mb_type in Table 7-10.”
Table 7-XX – Macroblock type values 0 to11 for B slices (alternate)
	Value of mb_type
	Macroblock type mb_type name
	num_mb_partition( )
	mb_partition_pred_
mode( , 1)
	mb_partition_pred_
mode( , 2)
	num_sub_
blocks( )

	0
	Direct_16x16
	1
	Direct
	
	4

	1
	Pred_L0_16x16
	1
	Pred_L0
	
	4

	2
	BiPred_Bi_16x16
	1
	BiPred
	
	4

	3
	Pred_L0_L0_16x8
	2
	Pred_L0
	Pred_L0
	4

	4
	Pred_L0_L0_8x16
	2
	Pred_L0
	Pred_L0
	4

	5
	BiPred_L0_Bi_16x8
	2
	Pred_L0
	BiPred
	4

	6
	BiPred_L0_Bi_8x16
	2
	Pred_L0
	BiPred
	4

	7
	BiPred_Bi_L0_16x8
	2
	BiPred
	Pred_L0
	4

	8
	BiPred_Bi_L0_8x16
	2
	BiPred
	Pred_L0
	4

	9
	BiPred_Bi_Bi_16x8
	2
	BiPred
	BiPred
	4

	10
	BiPred_Bi_Bi_8x16
	2
	BiPred
	BiPred
	4

	11
	BiPred_8x8
	4
	na
	
	na


A.3. Sub macroblock prediction semantics (7.4.5.2)

Subclause 7.4.5.2 (Sub macroblock prediction semantics), add the following sentences to the sixth paragraph: 

 “If both num_ref_idx_l0_active_minus1 and num_ref_idx_l1_active_minus1 are greater then zero and list 1 active reference picture set is a subset of list 0 reference picture set, alternate mb_type values for B slices in Table 7-YY are used instead of those in Table 7-17.”
Table 7-YY – Sub macroblock types in B macroblocks (alternate)

	Value of sub_mb_type
	Name of 
sub_mb_type 
	num_sub_
mb_partition( )
	sub_mb_pred_mode( )
	num_sub_mb_intra
_partition( )
	num_sub_blocks( )

	0
	Direct_8x8
	1
	Direct
	na
	4

	1
	Pred_L0_8x8
	1
	Pred_L0
	na
	4

	2
	BiPred_Bi_8x8
	1
	BiPred
	na
	4

	3
	Pred_L0_8x4
	2
	Pred_L0
	na
	4

	4
	Pred_L0_4x8
	2
	Pred_L0
	na
	4

	5
	Pred_L0_4x4
	4
	Pred_L0
	na
	4

	6
	Intra_8x8
	1
	Intra
	4
	4


A.4. Binarization schemes for macroblock type and sub macroblock type (9.2.1.5)

Subclause 9.2.1.5 (9.2.1.5
Binarization schemes for macroblock type and sub macroblock type), change Table 9-21 and 9-22 as follows: 

Table 9‑21 – Binarization for macroblock types for P, SP, and B slices

	Slice type
	Value (name) of mb_type
	Binarization

	P, SP slices
	0 (Pred_L0_16x16)
	0
	0
	0
	
	
	
	

	
	1 (Pred_L0_L0_16x8)
	0
	1
	1
	
	
	
	

	
	2 (Pred_L0_L0_8x16)
	0
	1
	0
	
	
	
	

	
	4 (Pred_8x8)
	0
	0
	1
	
	
	
	

	
	6 (Pred_8x8ref0)
	na

	
	7 to 30 (Intra, prefix only)
	1
	
	
	
	
	
	

	B slices
	0 (Direct_16x16)
	0
	
	
	
	
	
	

	
	1 (Pred_L0_16x16)
	1
	0
	0
	
	
	
	

	
	2 (BiPred_L1_16x16)
	1
	0
	1
	
	
	
	

	
	3 (BiPred_Bi_16x16)
	1
	1
	0
	0
	0
	0
	

	
	4 (Pred_L0_L0_16x8)
	1
	1
	0
	0
	0
	1
	

	
	5 (Pred_L0_L0_8x16)
	1
	1
	0
	0
	1
	0
	

	
	6 (BiPred_L1_L1_16x8)
	1
	1
	0
	0
	1
	1
	

	
	7 (BiPred_L1_L1_8x16)
	1
	1
	0
	1
	0
	0
	

	
	8 (BiPred_L0_L1_16x8)
	1
	1
	0
	1
	0
	1
	

	
	9 (BiPred_L0_L1_8x16)
	1
	1
	0
	1
	1
	0
	

	
	10 (BiPred_L1_L0_16x8)
	1
	1
	0
	1
	1
	1
	

	
	11 (BiPred_L1_L0_8x16)
	1
	1
	1
	1
	1
	0
	

	
	12 (BiPred_L0_Bi_16x8)
	1
	1
	1
	0
	0
	0
	0

	
	13 (BiPred_L0_Bi_8x16)
	1
	1
	1
	0
	0
	0
	1

	
	14 (BiPred_L1_Bi_16x8)
	1
	1
	1
	0
	0
	1
	0

	
	15 (BiPred_L1_Bi_8x16)
	1
	1
	1
	0
	0
	1
	1

	
	16 (BiPred_Bi_L0_16x8)
	1
	1
	1
	0
	1
	0
	0

	
	17 (BiPred_Bi_L0_8x16)
	1
	1
	1
	0
	1
	0
	1

	
	18 (BiPred_Bi_L1_16x8)
	1
	1
	1
	0
	1
	1
	0

	
	19 (BiPred_Bi_L1_8x16)
	1
	1
	1
	0
	1
	1
	1

	
	20 (BiPred_Bi_Bi_16x8)
	1
	1
	1
	1
	0
	0
	0

	
	21 (BiPred_Bi_Bi_8x16)
	1
	1
	1
	1
	0
	0
	1

	
	22 (BiPred_8x8)
	1
	1
	1
	1
	1
	1
	

	
	23 to 47 (Intra, prefix only)
	1
	1
	1
	1
	0 
	1
	

	B slices
(alternate)
	0 (Direct_16x16)
	0
	
	
	
	
	
	

	
	1 (Pred_L0_16x16)
	1
	0
	0
	
	
	
	

	
	2 (BiPred_Bi_16x16)
	1
	0
	1
	
	
	
	

	
	3 (Pred_L0_L0_16x8)
	1
	1
	0
	0
	0
	0
	

	
	4 (Pred_L0_L0_8x16)
	1
	1
	0
	0
	0
	1
	

	
	5 (BiPred_L0_Bi_16x8)
	1
	1
	0
	0
	1
	0
	

	
	6 (BiPred_L0_Bi_8x16)
	1
	1
	0
	0
	1
	1
	

	
	7 (BiPred_Bi_L0_16x8)
	1
	1
	0
	1
	0
	0
	

	
	8 (BiPred_Bi_L0_8x16)
	1
	1
	0
	1
	0
	1
	

	
	9 (BiPred_Bi_Bi_16x8)
	1
	1
	0
	1
	1
	0
	

	
	10 (BiPred_Bi_Bi_8x16)
	1
	1
	0
	1
	1
	1
	

	
	11 (BiPred_8x8)
	1
	1
	1
	1
	
	
	

	
	12 to 36 (Intra, prefix only)
	1
	1
	1
	0
	
	
	

	bin_num
	1
	2
	3
	4
	5
	6
	7


Table 9‑22 – Binarization for sub macroblock types in P and B slices

	Slice type
	Value (name) of
sub_mb_type
	Binarization

	P slices
	0 (Pred_L0_8x8)
	1
	
	
	
	
	

	
	1 (Pred_L0_8x4)
	0
	0
	0
	
	
	

	
	2 (Pred_L0_4x8)
	0
	0
	1
	1
	
	

	
	3 (Pred_L0_4x4)
	0
	0
	1
	0
	
	

	
	4 (Intra_8x8)
	0
	1
	
	
	
	

	B slices
	0 (Direct_8x8)
	0
	
	
	
	
	

	
	1 (Pred_L0_8x8)
	1
	0
	0
	
	
	

	
	2 (BiPred_L1_8x8)
	1
	0
	1
	
	
	

	
	3 (BiPred_Bi_8x8)
	1
	1
	0
	0
	0
	

	
	4 (Pred_L0_8x4)
	1
	1
	0
	0
	1
	

	
	5 (Pred_L0_4x8)
	1
	1
	0
	1
	0
	

	
	6 (BiPred_L1_8x4)
	1
	1
	0
	1
	1
	

	
	7 (BiPred_L1_4x8)
	1
	1
	1
	0
	0
	0

	
	8 (BiPred_Bi_8x4)
	1
	1
	1
	0
	0
	1

	
	9 (BiPred_Bi_4x8)
	1
	1
	1
	0
	1
	0

	
	10 (Pred_L0_4x4)
	1
	1
	1
	0
	1
	1

	
	11 (BiPred_L1_4x4)
	1
	1
	1
	1
	0
	0

	
	12 (BiPred_Bi_4x4)
	1
	1
	1
	1
	0
	1

	
	13 (Intra_8x8)
	1
	1
	1
	1
	1
	

	B slices
(alternate)
	0 (Direct_8x8)
	0
	
	
	
	
	

	
	1 (Pred_L0_8x8)
	1
	0
	0
	
	
	

	
	2 (BiPred_Bi_8x8)
	1
	0
	1
	
	
	

	
	3 (Pred_L0_8x4)
	1
	1
	0
	0
	0
	

	
	4 (Pred_L0_4x8)
	1
	1
	0
	0
	1
	

	
	5 (Pred_L0_4x4)
	1
	1
	0
	1
	0
	

	
	6 (Intra_8x8)
	1
	1
	1
	
	
	

	bin_num
	1
	2
	3
	4
	5
	6
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· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	X
	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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