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1. Abstract
In the FCD, many different methods of motion vector prediction exist, e.g., for P pictures, for B picture direct mode, for B pictures when the reference pictures are in the same direction or are in different directions.  The method to be used for B pictures direct mode is still an open issue.   We propose a single unified motion vector prediction method that can be used in all of these cases – the median of the scaled motion vectors of the three spatial neighboring blocks, with the scaling based on relative display times of the reference pictures.  Coding efficiency is improved for the high action sequences and unchanged for the low action sequences, and the specification is simplified by eliminating several of the different motion vector prediction methods in favor of a single unified method.


2. Background:

Two techniques exist in the current FCD for direct mode: spatial technique and temporal technique. The spatial technique uses the 16x16 block motion vector prediction, same as for P block, as the candidate motion vector for current block. The reference picture for current block is selected according to certain rules defined as in subclause 10.3.3.1.  The temporal technique uses the same block structure as for the co-located macroblock of the first picture in list 1. For each block of the current macroblock, the list 0 and list 1 motion vectors are computed as scaled version of the list 0 motion vector of the co-located block in the list 1 reference picture. For temporal technique, different calculations are required for frame/field coding and the decoder needs to store motion vectors for predictive frame/field. 

In skip mode for P frames, the candidate motion vector is obtained identically to the motion vector predictor for the 16x16 macroblock same as that for P block. The reference picture for current block is selected according to certain rules defined as in subclause 8.4.1.

For P (predictive) blocks, with exception of the 16x8 and 8x16 block shapes, "median prediction" is used to predict motion vector for current block E from neighboring blocks A, B, C as shown in Figure 1. Without loss generality, we simply write 
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There is one special rule regarding to the reference picture:

· If only one of the three blocks A, B and C has the same reference picture as block E, then the predicted motion vector for E shall be equal to that of the A, B or C block with the same reference picture as E; otherwise Equation (1) is used. If C is not available, D will replace C. The same condition will be considered.

For 16x8 and 8x16 mode, the rule regarding to the reference picture is as shown in Figure 2:

a)
Vector block size 8x16:

1)
Left block: A is used as prediction if it has the same reference picture as E, otherwise Equation (1) is used

2)
Right block: C is used as prediction if it has the same reference picture as E, otherwise Equation (1) is used

b)
Vector block size 16x8:

1)
Upper block: B is used as prediction if it has the same reference picture as E, otherwise Equation (1) is used

2)
Lower block: A is used as prediction if it has the same reference picture as E, otherwise Equation (1) is used

.

Other than mentioned above, the prediction is made regardless of which reference picture is used for current block and which reference pictures are used for neighboring blocks.  
For B (bi-predictive) blocks, motion vector predictions are treated differently for two cases. 

Case 1: if two reference pictures used for the bi-prediction are in the different temporal direction, the motion vector prediction is calculated from Equation (1) using spatially neighboring blocks with the same temporal direction.

Case 2: if two reference pictures used for the bi-prediction are in the temporal direction, the first motion vector 
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from list 0 is predicted similar to P blocks, but the second motion vector 
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shown in Figure 3.  In Equation (2), 
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 is the temporal distance between the current picture and the reference picture used by 
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Figure 1 - Median Prediction of Motion Vectors
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Figure 2 - Directional segmentation prediction
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Figure 3 - Motion Vector Scaling for 
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3. Proposed method

In our contribution, we propose to unify motion vector prediction for all cases: direct mode, skip mode, predictive block and bi-predictive block. The different reference pictures used for the current block and the neighboring blocks will be taken into consideration. No special treatment is given for bi-predictive blocks where the two vectors point in the same temporal direction. The method is based on the following equation:
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In Equation (3), the position of block E, A, B, C is the same as in Equation (1). TD is defined as follows:

(a) If the reference picture for current block E is in short term buffer, 
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equals to temporal distance between the current picture and the reference picture of block E. If the reference picture for neighboring block X (X can be A, B, or C) is in short-term buffer, 
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equals to temporal distance between current picture and the reference picture of block X. Otherwise, if the reference picture for neighboring block X is in long-term buffer, we set 
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(b) If the reference picture for current block E is in long term buffer, we set 
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equal to 1 and all 
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of neighboring blocks to 1.

For direct mode, we recommend that only the spatial technique is adopted, as it has been found to outperform the temporal technique,  and Equation (3) combined with the rules defined in subclause 10.3.3.1 of FCD is used.

For skip mode, Equation (3) combined with the rules defined in subclause 8.4.1.3 of FCD is used.

For P blocks, Equation (3) combined with the rules defined in subclause 8.4.1.1 and 8.4.1.1 is used. 

For B (bi-predictive) blocks, Equation (3) combined with rules defined in the subclause 10.3.1 is used for all the cases and subclause 10.3.2 is deleted.  A scaled median operation is performed separately for the list 0 vector and the list 1 vector.  When selecting the vector to use from the neighboring blocks, only vectors that point in the same temporal direction are used.  If both vectors in the neighboring blocks point in the same direction, selection of the vector to use in the scaled median calculation is based on closeness to the reference picture index rather than to the current picture.

The paragraph in subclause 10.3.1 is changed from:

Second, if a neighbouring bi-predicted block has both motion vectors pointing in the same temporal direction as MVi, and both motion vectors point to the same reference picture, then the list 0 motion vector from that block is used as a prediction. Otherwise, if a neighbouring bi-predicted block has both motion vectors pointing in the same temporal direction as MVi but they point to different reference pictures, then the motion vector that points to the temporally closest reference picture is used.

to:

Second, if a neighbouring bi-predicted block has both motion vectors pointing in the same temporal direction as MVi, and both motion vectors point to the same reference picture, then the list 0 motion vector from that block is used as a prediction. Otherwise, if a neighbouring bi-predicted block has both motion vectors pointing in the same temporal direction as MVi but they point to different reference pictures, then the motion vector that points to the temporally closest reference picture to the block’s reference picture index is used.  If the two vectors for a neighbouring block are equidistant from the block’s reference picture index, the vector that points to the temporally closest picture is used.  

The proposed change to the motion vector prediction calculation applies only when a median motion vector operation is used.  The special rules regarding if only one neighboring block has the same reference picture index and directional prediction for 16x8 and 8x16 blocks are unchanged.
There are no syntax changes associated with the proposal, and the semantics are simplified, because of the removal of certain now unnecessary sections.
While we propose applying this method to both P and B pictures, it is also reasonable to consider leaving the current P picture method unchanged and changing only for B pictures.

Experimental Results:

Experiments were conducted according to the common test conditions specified in VCEG-N81. In the test, we use 5 reference pictures, ¼ pel motion, +/- 32 motion estimation range, QP = 28, 32, 36, and 40 (equivalent to the earlier QP=16, 20, 24, and 28).  Results are presented separately for P frames only, for PBB frames with QPB = QP, for Bs frames only, and for BsBB frames. The delta psnr and bitrate values were calculated using our approach compared with reference software with the FCD spatial direct mode. For P frames and PBB frames tests, JM41b is used. For Bs frames and BsBB frames test, the software is modified based on JM42 with ExplicitBiPrediction = 1 (using BS_IMG but not using implicit reference picture weighting). Because current JM42 fixes the two reference pictures for bi-prediction for Bs picture to be the first preceding and second preceding pictures, we revised the software so the best two reference pictures can be selected. 
The first experiment shows the performance of our approach for a sequence of Bs pictures.  All pictures except for the initial two pictures are stored B pictures.    A bitrate reduction of 2.75% for mobile and 2.11% for tempete was achieved, with the other lower motion sequences essentially unchanged.  

Table 1: Performance of Proposed Approach vs. Modified JM42 (IBsBsBs)

	
	CABAC

	
	Delta bitrate(%)
	Delta psnr(dB)

	foreman
	0.05
	-0.002

	container
	-1.31
	0.068

	news
	0.23
	-0.013

	paris
	-0.12
	0.006

	Silent voice
	-0.07
	0.004

	mobile
	-2.75
	0.132

	tempete
	-2.11
	0.092

	average
	-0.85
	0.040


The second experiment shows the performance of our approach for BsBB frames. Table 2 shows the result for CABAC.  Spatial direct mode is used in the JM42 case.  A bitrate reduction of 2.92% for mobile and 2.77% for tempete was achieved.

Table 2: Performance of Proposed Approach vs. Modified JM42 (IBsBB )

	
	CABAC

	
	Delta bitrate(%)
	Delta psnr(dB)

	foreman
	-0.32
	0.014

	container
	-0.46
	0.021

	news
	0.01
	-0.005

	paris
	-0.12
	0.005

	silent voice
	-0.63
	0.027

	mobile
	-2.92
	0.124

	tempete
	-2.77
	0.108

	average
	-1.03
	0.042


The next experiment shows the performance of our approach for an IPP sequence. Table 3 shows the result for both CAVLC and CABAC.  A bitrate reduction of 4.39% for mobile and 3.04% for tempete was achieved in the CAVLC case,  4.75% and 3.18% respectively for the CABAC case.

Table 3: Performance of Proposed Approach vs. JM41b (IPP)

	
	CAVLC
	CABAC

	
	Delta bitrate(%)
	Delta psnr(dB)
	Delta bitrate(%)
	Delta psnr(dB)

	foreman
	-0.25
	0.011
	0.22
	-0.010

	container
	-0.88
	0.041
	-0.53
	0.025

	news
	-0.06
	0.003
	-0.17
	0.010

	paris
	0.08
	-0.004
	-0.11
	0.005

	silent voice
	-0.30
	0.014
	0.13
	-0.007

	mobile
	-4.39
	0.201
	-4.75
	0.217

	tempete
	-3.04
	0.129
	-3.18
	0.133

	average
	-1.263
	0.056
	-1.20
	0.053


The last experiment shows the performance of our approach for PBB frames. Table 4 shows the result of using CABAC vs. JM41b with spatial technique for direct mode  used.   Mobile’s bitrate was reduced by 3.83% and tempete’s bitrate was reduced by 3.34%.
Table 4: Performance of Proposed Approach vs. JM41b (PBB)

	
	CABAC

	
	Delta bitrate(%)
	Delta psnr(dB)

	foreman
	0.87
	-0.040

	container
	-0.73
	0.032

	news
	-0.15
	0.006

	paris
	0.18
	-0.007

	silent voice
	0.14
	-0.007

	mobile
	-3.83
	0.161

	tempete
	-3.34
	0.127

	average
	-0.98
	0.039


The simulation results show that our proposed method performs better than or comparable to the methods described in current FCD, for all picture types, P, Bs, and B. An improvement is shown for the high action sequences, Mobile and Tempete, with the other sequences essentially unchanged.  

Complexity:

The overall decoder complexity of the proposed unified motion vector prediction method is simplified, because there is no longer a need to support as many different special cases.  For B pictures, the FCD already uses scaling of motion vectors for Bipredictive macrobocks with both reference pictures in the same direction in display order.  In the proposed method, the both motion vectors of the 3 neighboring blocks must be scaled, as opposed to in the FCD where only the current block’s list 0 vector is scaled.  There is a slight increase in complexity for the additional scaling operations.  

When compared to B picture direct mode, the proposed method and the FCD spatial direct mode share the advantage over the FCD temporal direct mode that storage of motion vectors for the reference pictures is no longer required.   Eliminating storage and retrieval of motion vectors for all reference pictures significantly reduces memory bandwidth.  The proposed method performs scaling similar to what is done in temporal direct mode, but all 3 neighboring blocks’ vectors must be scaled, rather than scaling the single co-located vector.

The increase in complexity for scaling three vectors instead of one is modest compared with the cost of providing three different methods and selecting between them.  For hardware solutions, which must implement all methods, a complexity reduction is expected.  For software solutions, the relative clock cycles for multiplications vs. for comparisons and branches for the target CPU must be considered.

Implementation of the standard is simplified for all platforms by reducing the number of different methods that must be implemented.
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