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1 Introduction
Motion Estimation (ME) can consume 70% (1 reference frame) to 90% (5 reference frames) of the total encoding time of the JVT codec. In this contribution we introduce a highly efficient predictive fast motion estimation algorithm that can considerably reduce the complexity of the JVT encoder (5 times on the average) with minimal loss in coding efficiency. Our algorithm mainly employs very robust and reliable predictive techniques with the inclusion of adaptive early termination, and a final refinement process using a regular shaped pattern. The algorithm is also highly scalable and could be adjusted depending on the encoding requirements. 
2 Predictive Motion Estimation
Predictive motion estimation algorithms [1,2,4] have become quite popular in several video coding implementations and standards, such as MPEG-4 [3], due to their very low encoding complexity and high efficiency compared to the brute force Full Search (FS) algorithm. The efficiency of these algorithms comes mainly from initially considering several highly likely predictors and by introducing very reliable early-stopping criteria. In addition, simple yet quite efficient checking patterns were employed to further optimize and improve the accuracy of the estimation. For example, the Predictive Motion Vector Field Adaptive Search Technique (PMVFAST) [1] initially examined a 6 predictor set including the 3 spatially adjacent motion vectors used also within the motion vector prediction, the median predictor, (0,0), and the motion vector of the collocated block in the previous frame. It also employed adaptively calculated early stopping criteria that were based on correlations between adjacent blocks. If the minimum distortion after examining this set of predictors was lower than this threshold then the search was immediately terminated. Otherwise an adaptive two stage diamond pattern centered on the best predictor was used to refine the search further. Due to its high efficiency (more than 200 times on the average faster than FS in terms of checking points examined using search area (16) the algorithm was also accepted within the MPEG-4 Optimization Model [3] as a recommendation for motion estimation. The Advanced Predictive Diamond Zonal Search (APDZS) [2] used the same predictors and concepts on adaptive thresholding as PMVFAST, but employed a multiple stage diamond pattern mainly to avoid local distortion minima thus achieving better visual quality while having insignificant cost in terms of speed up compared to PMVFAST. 

In [4] we have introduced the Enhanced Predictive Zonal Search (EPZS) algorithm which employed a simpler, single stage pattern (diamond or square). EPZS achieved better performance in both terms of encoding complexity and quality than the above mentioned algorithms mainly due to the consideration of additional predictors and better thresholding criteria. A 3-Dimensional version of EPZS was also introduced with the main focus on multiple-frame reference fast motion estimation such as is the case of the JVT standard [5]. Considering the low complexity and efficiency of these algorithms, it would be highly desirable to implement and adapt any such implementation within the JVT standard.
The JVT standard, apart from the multiple frame referencing discussed above, has some additional distinctions compared to previous standards that considerably affect the performance and complexity of motion estimation. In particular, unlike MPEG-4 and H.263/H.263++ that only consider block types of 16(16 and 8(8, JVT considers five additional block types, including block types of 16(8, 8(16, 8(4, 4(8, and 4(4, which have to be considered within a fast motion estimation implementation. Furthermore, considering that the current JVT implementation [6] employs a Rate Distortion Optimization method for both motion estimation and mode decision, it is imperative, even though not necessary, that this is also taken in account. In particular, within the current JVT software the best predictor is found by minimizing:
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 being the Lagrange multiplier. The rate term 
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 represents the motion information only and is computed by a table-lookup. The SAD (Sum of Absolute Differences) is computed as:


[image: image6.wmf],

,

[

]

,

[

))

(

,

(

,

1

,

1

å

=

=

-

-

-

=

B

B

y

x

y

x

m

y

m

x

c

y

x

s

c

s

SAD

m

,

[image: image7.wmf]4

8

,

16

or

B

=

.




(2)
with s being the original video signal and c being the coded video signal. Equation 1 and the value of 
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 need to be taken in consideration within our scheme.
Without yet exploiting a 3-Dimensional implementation of a predictive Fast Motion Estimation, we introduce in this document a very efficient EPZS algorithm that can considerably reduce the complexity of the JVT encoder while having minimal coding efficiency loss. All features of this algorithm are introduced and discussed in detail in the next section. Due to also other high complexity features of the encoder, including frame interpolation, sub-pixel motion estimation, Rate Distortion Optimization decisions etc, we can claim that, if these are not optimized, the current JVT implementation has basically reached a lower bound in terms of speed up. 
3 Enhanced Predictive Zonal Search (EPZS) for Motion Estimation

The Enhanced Predictive Zonal Search (EPZS), similar to all other predictive algorithms, is mainly comprised by 3 features, the initial predictor selection, the adaptive early termination, and the final prediction refinement. In section 3.1 we will first introduce the predictor selection process, and how such could be adapted depending on the encoding requirements. In section 3.2 we will focus on the adaptive early termination process, whereas in section 3.3 the prediction refinement process will be described. A simple variation of the predictor selection, and additional considerations that can be made for the motion vector estimation process within Bi-predictive (B) pictures will be presented in section 3.4. 
3.1 Predictor Selection

The predictor selection can easily be considered as the key feature of EPZS and predictive algorithms in general. Instead of having to examine all possible checking positions within a given search area, only a smaller set of highly reliable predictors is examined, which is believed that might contain or be close enough to the best possible position. It is quite obvious that the performance of the motion estimation can be affected significantly from the selection of these predictors, whereas such also depends highly on the required encoding complexity, the motion type (high, low, medium) within the picture, distortion, the reference frame examined, and the current block type. Such predictors can be selected by exploiting several correlations that may exist within the sequence, including temporal and spatial correlation, or can even be fixed positions within the search window. In general an adaptive predictor set S can be defined as:
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These predictors are classified into subsets depending on their importance. 
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Figure 1: Motion vector distribution in Bus (a) and Foreman (b) sequences versus the Median Predictor in MPEG-4

The most important predictor within this set is perhaps the Motion Vector Predictor (MVP), used also for Motion Vector Coding within JVT. This predictor is calculated using median prediction as described in section 8.4.1 in [5], which, in general terms, is the median value of the adjacent blocks on the left, top, and top-right (or top-left) of the current block. As can also be seen from Figure 1, this predictor tends to have a very high correlation with the current motion vector which also justifies its usage within the motion vector coding process. Since we have found that this predictor tends to be the most correlated one with the current motion vector, we will consider this median predictor as predictor subset S1 for reasons that will become clearer within the next section.
In addition to the median predictor, we have found [1-2] that the motion vectors of the collocated block in the previous frame and of the spatially adjacent blocks that were used within the MVP calculation are also highly correlated with the current motion vector (Figure 2). Even though such is not necessary and depends on the implementation, we consider both top-left and top-right block motion vectors. Furthermore, we also need to consider the possibility of object boundaries on stationary background thus adding the (0,0) predictor can considerably help the accuracy of the estimation. These six predictors constitute a second predictor subset S2. 
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Figure 2: Spatial and temporal predictors for the EPZS algorithm

Since JVT also supports multiple frame referencing, it is quite possible that any of these predictors is using a different reference frame than the one we are currently examining. In this case, instead of using the actual motion vector of this predictor candidate, we scale it relative to its temporal distance versus the current reference. If TR is the temporal distance of the frame we are currently referencing versus the current frame, and TRi is the temporal distance of the frame referenced by predictor i, then the predictor is calculated as:
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Considering that the current JVT codec does not fully support variations of the temporal distance, it is also safe in our current implementation to replace in some cases the value of TR with its corresponding reference number plus 1. Appropriate handling of Intra blocks is also necessary. Even though this is not useful in a better implementation, the above can avoid some of the overhead that the current codec would require for the calculation of the TR values.
All the above mentioned predictors were also used within the PMVFAST and APDZS algorithms with very high efficiency. Unfortunately, these predictors are not sufficient for some sequences, such as high motion sequences, and even more for JVT partly due to equation 1 which requires even better prediction estimation. Thus additional predictors are needed to improve efficiency.
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Figure 3: Use of acceleration information as a Motion Vector predictor.

By considering that motion might not always be constant (i.e. an object may be accelerating), which was basically the assumption for the selection of the motion vector of the collocated block, we realize that an additional temporal predictor may also be considered within our algorithm. This predictor, named as the accelerator motion vector predictor (Figure 3), is essentially the differentially increased/decreased motion vector after considering not only the motion vector of the collocated frame in the previous frame, but also of the frame before that. We further notice that the current block might not only be correlated with the adjacent blocks in the current frame or the collocated block in the previous one, but could also be highly correlated with adjacent blocks to the collocated block in the previous frame (Figure 4). In particular, it is quite possible that the collocated block has a very high velocity, which might have caused it to become totally uncorrelated with the current block. Instead, it might be possible that its adjacent blocks, especially if having a motion vector direction towards the location of the current block, have higher correlation and possibly be better candidates for our prediction phase. Even though we may define 8 such adjacent predictors
 around the collocated block, for simplicity and since no real benefit was seen from older simulations, we remove the diagonal blocks from our set and only select the remaining four. Note that these additional predictors might not be as beneficial when the current reference frame is not zero, and could be removed from our predictor set if desired.
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Figure 4: The MV of the current block might have more relationship with the motion vectors 
of the blocks around the collocated block in the previous frame.

Similar to the predictor in equation 3, an additional predictor is also used to assist with multiple frame motion estimation. More specifically, if the current reference we are examining is not zero, the motion vector that was already computed for the zero reference could be used as an additional predictor. For better efficiency this predictor should be scaled according to the temporal distance of both references (Figure 5). This additional predictor and the temporal predictors described in the previous paragraph constitute a third predictor subset S3. It is also possible to use the motion vectors computed for a larger or smaller block type that corresponds to the same location as an additional predictor. Considering though the current structure of the JVT encoder (smaller block types are examined first followed by the larger ones) this did not show any real benefit and even though such feature is partly added in the implementation, it is currently disabled. It is though certain that with a different architecture (i.e. larger block types followed by a refinement for the smaller ones) we can reduce complexity further since there is again little or no need to examine any of the predictors within set S3.
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Figure 5: Predictor scaling could be used between different reference frames.

Although the above predictors could be adequate enough, it is possible to further improve performance mainly for complex/high motion sequences and to also allow better coverage of larger search ranges by introducing an additional search range dependent predictor subset S4. These predictors could, for example, be spaced with an equal or logarithmic distance (Figure 6) from a prediction center (either the MVP or zero). This can help considerably if large and less correlated motion exists within the sequence. This set is again not always necessary. We have found that this can be used for only the first inter frame of the encoded sequence, without much loss in efficiency. Alternatively, FS could also be used for the very first frame (also added within our implementation), but with much higher cost in complexity. This set could also be removed for B pictures, if the reference frame is not zero, or if the block type is smaller than 16(16.
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Figure 6: Additional fixed predictor Grid for search-range 16. These additional predictors could be 
centered either at (0,0) or around the MVP.

3.2 Adaptive Early Termination
Similar to motion vectors, distortion of adjacent blocks tends to be highly correlated. Considering this fact, we introduce an early termination process within our scheme which enables an additional improvement in terms of complexity reduction of the motion estimation process. After examining predictor set S1 (median predictor) and calculating its distortion according to equation 1, if this value is smaller than a threshold T1 we may terminate the motion estimation process immediately without having to examine any other predictors. In this case the median predictor is selected as the final integer motion vector for this block type. Currently this threshold is set equal to the number of pixels of the examined block type, even though a different (larger or smaller) value could also be used and 
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 could be considered. This number could also have a relation with the temporal distance of the reference frame examined (i.e. by adding a small weight that depends on the distance of each reference frame). 

If T1 is not satisfied, then all other predictor sets have to be examined and their distortion is calculated according to equation 1. The minimum distortion at this point is compared versus a second threshold T2. If it is smaller than T2 the search again terminates. T2 can be adaptively calculated according to:
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where a and b can be fixed values and MinJ1, MinJ2, …MinJn correspond to the minimum distortion values of the threshold predictors according to equation 1 for the current block type. We have found that it is sufficient to use the 3 spatially adjacent blocks (left, top, top-right) and the collocated block in the previous frame as predictors for T2. Furthermore, to reduce the possibility of erroneous and inadequate early termination we also introduce a limit within the calculation of T2, by also considering an additional fixed distortion predictor MinJi within the above calculation which is set equal to:
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where Np is the number of pixels of the current block type. This value could again be larger or smaller depending on whether we want to increase speed further, even though it appears that the current implementation is adequate enough. The reference frame and temporal distance could also be considered within the calculation of T2. Additional thresholding can be performed between different block types, but due to the structure of the JVT software we did not consider this at all within our current implementation. This though could be quite beneficial in terms of speed up since thresholding could be applied even prior to considering a block type (i.e. if the block type just examined is considered as sufficient enough). This could lead in avoiding the considerable overhead the generation of the motion vector predictors and the thresholding criteria would require for smaller block types. Such a structure would probably be presented in a future meeting.
3.3  Motion Vector Refinement

If the early termination criteria are not satisfied, motion estimation is refined further by using an iterative search pattern localized at the best predictor within set S. Even though the patterns of PMVFAST and APDZS could also be used, we identify three other simpler patterns which are selected for our implementation. Furthermore, considering that equation 1 could lead to more local minima (mainly due to the effect of
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) that could potentially lead to relatively reduced performance, the refinement pattern is not only localized around the best predictor but, if some conditions are satisfied, also repeated around the MVP candidate. This local minima effect is also somewhat alleviated by decreasing 
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 compared to its original value (
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) by 25% within the integer motion estimation process. 
3.3.1 EPZS Search Patterns
	
[image: image24.wmf]
	
[image: image25.wmf]

	(a)
	(b)


Figure 7: Small diamond pattern used in EPZS
The small diamond pattern, also partly exploited by PMVFAST, is possibly the simplest pattern that we may use within the EPZS algorithm (Figure 7). The distortion for each of the 4 vertical and horizontal checking points around the best predictor is computed and compared to the distortion of the best predictor (MinJp). If any of them is smaller than MinJp then, the position with the smallest distortion is selected as the new best predictor. MinJp is also updated with the minimum distortion value, and the diamond pattern is repeated around the new best predictor (Figure 7b). Due to its small coverage though, it is possible that for relatively complicated sequences this pattern is trapped again at a local minima. To avoid such cases and enhance performance further, two alternative patterns with better coverage are also introduced. The square pattern of EPZS2 (EPZS square) which is shown in Figure 8 and the extended EPZS (extEPZS) pattern (Figure 9). The search using this patterns is very similar as with the simpler diamond EPZS pattern. It is quite obvious that in terms of complexity the small diamond EPZS pattern is the simplest and least demanding, whereas extEPZS is the most complicated but also (as will be shown) the most efficient in terms of output visual quality. All three patterns though can reuse the exact same algorithmic structure and implementation, as can be easily seen within our software. Due to this property, even though currently the selection of these patterns is sequence based, additional criteria could be used to select between these patterns at the block level that may require very simple modifications.
	
[image: image26.wmf]
	
[image: image27.wmf]
	
[image: image28.wmf]

	(a)
	(b)
	(c)


Figure 8: EPZS using the square/circular pattern (EPZS2)
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Figure 9: The extended EPZS pattern (extEPZS)

3.3.2 Dual Pattern Refinement
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Figure 10: Example of the Dual Pattern for EPZS. 
Extended EPZS is used for the best predictor and EPZS2 is used for the MVP.
To reduce the local minima effect discussed previously, we introduce a second refinement process, which is performed around the MVP candidate. Any of the previously mentioned EPZS patterns could be used for this refinement (i.e. combination of the extEPZS and EPZS2 patterns around the best predictor and the MVP respectively). It is obvious that such refinement needs not take place if the best predictor and the MVP are identical (or within distance of 1 pixel). Furthermore, even though not mandatory, early termination could be used (i.e. minimum distortion up to now versus T3=T2), whereas this pattern is in many cases unnecessary if the reference frame is not zero, or for smaller block types. An example of this dual pattern is also shown in Figure 10.
3.4 EPZS for B pictures

We have modified the JVT codec to allow additional support of the EPZS algorithm for B pictures. The key difference here is in the generation of the temporal motion vectors. In particular, even though we may also reuse motion vectors of older B pictures, we only consider the motion vectors of the last coded P picture for the generation of the temporal predictors. These predictors are scaled according to their temporal distances and the direction of the B picture motion vector. The fixed predictor set can also be used. Even though B pictures allow us the usage of a large number of predictors (i.e. previously coded backward motion vectors for forward prediction or vise versa, older B picture motion vectors), we did not notice any significant benefit from using any additional ones compared to the ones described in the previous sections. 
The calculation of the adaptive early termination criteria is also slightly different compared to P pictures. More specifically, we do not consider the distortion from the collocated block, and only the distortion from the spatial predictors is used within equation 5. 
3.5 1D Projection for EPZS
Previously [11-12] it was shown that 1D projection could reduce the complexity of Motion estimation while having minimal effect on the visual quality of the encoder. Even though not as efficient compared to EPZS, our previous proposal [10] which was based on 1D projection was already adopted by JVT but never implemented. It is though possible to improve our EPZS scheme even further by introducing the concept of 1D projection within the estimation process.  This combination would allow us to achieve further speed up, or even improved quality with minimal increase in complexity.

Although we may use 1D projection throughout the entire EPZS process, this could probably have a negative effect on the visual quality and thus it is not recommended. Instead, considering the impact that the fixed predictor candidate can have on performance (in both visual quality and increased complexity), we may first perform a pre-selection on these candidates using 1D projection. Only the k best candidates within this set and the adaptive predictors (predictor subsets S1, S2, and S3) are used within the best predictor selection process as was described previously. Furthermore, an additional threshold could be used which may decide the number k. For example, we may select only up to k candidates which have 1D distortion below a threshold T4 which could in turn again be an adaptively calculated number (e.g.
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, where c and d can be fixed values and SADs1 is the SAD value of the median predictor). Obviously k could in some cases be equal to 0, if for example none of these candidates satisfies the above thresholding condition, without causing much or any performance degradation.

While the above combination of EPZS and 1D projection appears quite promising, we have not yet implemented it within the current software. We may possibly consider doing so in a future meeting. A fast 1D projection scheme that could considerably reduce the complexity of this process even further has also been designed, but we will not describe it in detail in this document.
4 Simulation Results
Our proposed EPZS algorithm was integrated within version 4.0c of the JVT software [6]. All the features described in the previous sections were considered within our implementation, whereas it was designed to be highly scalable by either introducing several configuration file parameters, or through easily accessible options/definitions within the software code. Apart from the test conditions specified within [7] we have also added some additional more difficult test sequences to demonstrate the efficacy of our implementation. Average results using [8] are also included in our comparison. We should though note that these results were generated using an excel equivalent and not avsnr.exe due to its convenience and since results, mainly for bitrate changes, are very similar to that of avsnr.exe.
Instead of using the timing statistics generated from the encoder, which tend to be quite inaccurate, we have used the ntimer.exe program provided with the Windows 2000 Resource Kit. This program is very similar to the time command in UNIX and can capture timing statistics for a given executable program or process (Elapsed, Kernel, User, and Idle time). Only the User time (Utime) was used for comparing the speed-up of our implementation versus FS (note that it is also possible to use the CTime and CTimeSpan objects within the JVT code but this would not allow direct comparison with other software which may not use them).
In Table 1 the performance of the EPZS scheme (using predictor sets S1, S2, S3, and S4 and the Dual EPZSext pattern) compared the FS scheme is shown when using 1 frame reference. We observe that we can achieve on the average 3 times speed of the encoder, while also having a minimal loss in encoding quality (-0.02dB or -0.62% bitrate on average). Although it could be argued that the benefits in this case are small, by also examining the profiling results for each function, we observe that Motion estimation for sequence Foreman (QP=32) only requires less than 4% of the total encoding process (Figure 11). Obviously this implies that we have almost reached an upper bound in speed up within the current implementation. 
Table 1: EPZS compared to FS using 1 reference frames
	sequences
	frame rate
	number of frames
	QP
	PSNRY (FS)
	bitrate (FS)
	Utime 
(FS)
	PSNRY (EPZS)
	bitrate (EPZS)
	Utime (EPZS)
	EPZS bit saving
	Speed Up
	EPZS ave. saving (excel)
	EPZS ave. dB gain (excel)

	foreman_qcif
	10
	100
	28
	35.887
	72490
	0:02:13
	35.864
	72718
	0:00:51
	-0.31%
	2.633
	-1.33%
	-0.050

	
	
	
	32
	33.081
	43844
	0:02:12
	33.055
	44046
	0:00:47
	-0.46%
	2.805
	
	

	
	
	
	36
	30.449
	26658
	0:02:11
	30.436
	27102
	0:00:44
	-1.67%
	3.011
	
	

	
	
	
	40
	27.863
	16656
	0:02:14
	27.811
	16765
	0:00:41
	-0.65%
	3.276
	
	

	container_qcif
	10
	100
	28
	35.936
	24588
	0:02:12
	35.914
	24696
	0:00:46
	-0.44%
	2.896
	-0.56%
	-0.019

	
	
	
	32
	33.151
	13081
	0:02:12
	33.120
	13038
	0:00:43
	0.33%
	3.110
	
	

	
	
	
	36
	30.464
	7449
	0:02:10
	30.436
	7456
	0:00:40
	-0.09%
	3.254
	
	

	
	
	
	40
	27.898
	4515
	0:02:10
	27.915
	4554
	0:00:38
	-0.86%
	3.426
	
	

	news_qcif
	10
	100
	28
	36.693
	44899
	0:02:12
	36.694
	44816
	0:00:47
	0.18%
	2.818
	-0.08%
	-0.003

	
	
	
	32
	33.625
	27418
	0:02:11
	33.666
	27544
	0:00:44
	-0.46%
	3.005
	
	

	
	
	
	36
	30.737
	16566
	0:02:10
	30.761
	16678
	0:00:41
	-0.68%
	3.190
	
	

	
	
	
	40
	28.073
	10207
	0:02:11
	28.044
	10249
	0:00:39
	-0.41%
	3.383
	
	

	paris_cif
	15
	150
	28
	35.449
	320873
	0:12:58
	35.460
	321622
	0:05:15
	-0.23%
	2.472
	-1.12%
	-0.042

	
	
	
	32
	32.354
	186188
	0:13:14
	32.317
	187230
	0:04:52
	-0.56%
	2.717
	
	

	
	
	
	36
	29.427
	103225
	0:13:04
	29.402
	104210
	0:04:28
	-0.95%
	2.923
	
	

	
	
	
	40
	26.722
	57538
	0:13:07
	26.735
	58135
	0:04:10
	-1.04%
	3.144
	
	

	silent_qcif
	15
	150
	28
	35.760
	58990
	0:03:37
	35.733
	59403
	0:01:14
	-0.70%
	2.932
	-0.63%
	-0.024

	
	
	
	32
	32.808
	35330
	0:03:32
	32.798
	35503
	0:01:09
	-0.49%
	3.087
	
	

	
	
	
	36
	30.243
	20569
	0:03:26
	30.248
	20653
	0:01:02
	-0.41%
	3.334
	
	

	
	
	
	40
	27.812
	11809
	0:03:28
	27.805
	11880
	0:00:58
	-0.60%
	3.576
	
	

	mobile_cif
	30
	300
	28
	33.807
	1809350
	0:28:59
	33.811
	1802620
	0:12:30
	0.37%
	2.320
	0.07%
	0.004

	
	
	
	32
	30.285
	893705
	0:27:27
	30.274
	889458
	0:10:55
	0.48%
	2.516
	
	

	
	
	
	36
	27.042
	396565
	0:26:34
	27.029
	395562
	0:09:56
	0.25%
	2.676
	
	

	
	
	
	40
	24.156
	190750
	0:26:24
	24.131
	190454
	0:09:14
	0.16%
	2.861
	
	

	tempete_cif
	30
	260
	28
	34.748
	1300617
	0:22:50
	34.747
	1301750
	0:09:17
	-0.09%
	2.460
	-0.65%
	-0.025

	
	
	
	32
	31.485
	622917
	0:22:15
	31.480
	625450
	0:08:28
	-0.41%
	2.627
	
	

	
	
	
	36
	28.592
	289132
	0:22:11
	28.573
	290548
	0:07:38
	-0.49%
	2.909
	
	

	
	
	
	40
	26.042
	146806
	0:21:33
	26.024
	147316
	0:07:02
	-0.35%
	3.063
	
	

	average
	
	
	
	
	
	
	
	
	
	
	2.944
	-0.62%
	-0.023


We observe very similar results using 5 reference frames (Table 2). In this case though speed up is much higher (approximately 6 times on average due to the higher cost of motion estimation for the FS scheme. The average loss in this case is again only -0.028dB or -0.72% in bitrate which is insignificant. In Table 3 we also show the performance of the EPZS algorithm for 4 additional sequences at CIF resolution, namely Foreman, Stefan, Bus, and Flowergarden. Again our algorithm performs extremely well in terms of quality, while also keeping the same performance, especially when considering the high complexity of some of these sequences.
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Figure 11: Analysis of the complexity of different modules within the JVT encoder 
using the EPZS Fast Motion Estimation algorithm when coding foreman sequence.

Table 2: EPZS compared to FS using 5 reference frame
	sequences
	frame rate
	number of frames
	QP
	PSNRY (FS)
	bitrate (FS)
	Utime 
(FS)
	PSNRY (EPZS)
	bitrate (EPZS)
	Utime (EPZS)
	EPZS bit saving
	Speed Up
	EPZS ave. saving (excel)
	EPZS ave. dB gain (excel)

	foreman_qcif
	10
	100
	28
	36.032
	69288
	0:08:29
	36.021
	69917
	0:01:40
	-0.91%
	5.085
	-1.51%
	-0.055

	
	
	
	32
	33.206
	42421
	0:08:35
	33.204
	42814
	0:01:36
	-0.93%
	5.388
	
	

	
	
	
	36
	30.605
	26306
	0:08:46
	30.568
	26738
	0:01:32
	-1.64%
	5.729
	
	

	
	
	
	40
	28.056
	16756
	0:09:05
	27.983
	16790
	0:01:28
	-0.20%
	6.185
	
	

	container_qcif
	10
	100
	28
	35.989
	23053
	0:08:22
	35.958
	23078
	0:01:24
	-0.11%
	6.016
	-0.20%
	-0.009

	
	
	
	32
	33.243
	12861
	0:08:31
	33.219
	12817
	0:01:21
	0.34%
	6.272
	
	

	
	
	
	36
	30.506
	7591
	0:08:41
	30.515
	7604
	0:01:17
	-0.17%
	6.738
	
	

	
	
	
	40
	27.931
	4698
	0:08:54
	27.947
	4728
	0:01:15
	-0.64%
	7.162
	
	

	news_qcif
	10
	100
	28
	36.748
	44167
	0:08:19
	36.721
	44320
	0:01:25
	-0.35%
	5.893
	-1.51%
	-0.057

	
	
	
	32
	33.706
	27249
	0:08:24
	33.671
	27490
	0:01:23
	-0.88%
	6.097
	
	

	
	
	
	36
	30.836
	16588
	0:08:32
	30.817
	16853
	0:01:20
	-1.60%
	6.411
	
	

	
	
	
	40
	28.107
	10256
	0:08:42
	28.106
	10379
	0:01:17
	-1.20%
	6.777
	
	

	paris_cif
	15
	150
	28
	35.488
	311342
	0:49:57
	35.486
	312139
	0:09:00
	-0.26%
	5.546
	-1.19%
	-0.043

	
	
	
	32
	32.401
	179957
	0:50:06
	32.372
	181103
	0:08:37
	-0.64%
	5.810
	
	

	
	
	
	36
	29.501
	100653
	0:50:27
	29.493
	101409
	0:08:21
	-0.75%
	6.048
	
	

	
	
	
	40
	26.830
	56599
	0:51:44
	26.757
	57234
	0:07:57
	-1.12%
	6.500
	
	

	silent_qcif
	15
	150
	28
	35.828
	56602
	0:12:17
	35.826
	56648
	0:02:13
	-0.08%
	5.541
	-0.89%
	-0.030

	
	
	
	32
	32.909
	33836
	0:12:25
	32.899
	34160
	0:02:09
	-0.96%
	5.763
	
	

	
	
	
	36
	30.346
	19884
	0:12:53
	30.350
	20153
	0:02:05
	-1.35%
	6.193
	
	

	
	
	
	40
	27.930
	11700
	0:12:53
	27.921
	11666
	0:02:00
	0.29%
	6.437
	
	

	mobile_cif
	30
	300
	28
	34.027
	1489874
	1:42:13
	34.030
	1485333
	0:20:37
	0.30%
	4.957
	0.11%
	0.004

	
	
	
	32
	30.631
	731462
	1:44:31
	30.630
	729453
	0:19:30
	0.27%
	5.361
	
	

	
	
	
	36
	27.577
	353145
	1:44:12
	27.569
	352041
	0:18:41
	0.31%
	5.578
	
	

	
	
	
	40
	24.680
	189607
	1:45:45
	24.640
	189420
	0:17:55
	0.10%
	5.902
	
	

	tempete_cif
	30
	260
	28
	35.000
	1114087
	1:24:11
	35.003
	1115870
	0:16:13
	-0.16%
	5.192
	-0.20%
	-0.008

	
	
	
	32
	31.843
	536814
	1:24:36
	31.838
	537503
	0:15:23
	-0.13%
	5.498
	
	

	
	
	
	36
	28.998
	264324
	1:26:04
	29.001
	265117
	0:14:43
	-0.30%
	5.849
	
	

	
	
	
	40
	26.315
	142545
	1:28:36
	26.321
	142864
	0:14:03
	-0.22%
	6.306
	
	

	Average
	
	
	
	
	
	
	
	
	
	
	5.937
	-0.77%
	-0.028


Table 3: EPZS compared to FS using 1 reference frame
	sequences
	frame rate
	number of frames
	QP
	PSNRY (FS)
	bitrate (FS)
	Utime 
(FS)
	PSNRY (EPZS)
	bitrate (EPZS)
	Utime (EPZS)
	EPZS bit saving
	Speed Up
	EPZS ave. saving (excel)
	EPZS ave. dB gain (excel)

	foreman_cif
	30
	300
	28
	36.372
	425777
	1:45:19
	36.355
	426572
	0:18:55
	-0.19%
	5.569
	-1.35%
	-0.046

	
	
	
	32
	33.768
	228355
	1:46:04
	33.736
	229198
	0:18:12
	-0.37%
	5.830
	
	

	
	
	
	36
	31.371
	133679
	1:48:17
	31.306
	134128
	0:17:20
	-0.34%
	6.250
	
	

	
	
	
	40
	29.113
	85080
	1:51:03
	29.049
	85679
	0:16:41
	-0.70%
	6.654
	
	

	stefan
	30
	300
	28
	35.596
	1223858
	1:43:22
	35.588
	1224090
	0:20:07
	-0.02%
	5.138
	-0.61%
	-0.025

	
	
	
	32
	32.375
	638831
	1:44:03
	32.360
	640644
	0:19:06
	-0.28%
	5.447
	
	

	
	
	
	36
	29.344
	346722
	1:45:24
	29.322
	347698
	0:18:42
	-0.28%
	5.636
	
	

	
	
	
	40
	26.416
	204713
	1:49:41
	26.394
	205722
	0:17:29
	-0.49%
	6.273
	
	

	bus
	30
	150
	28
	34.907
	1116002
	0:51:10
	34.905
	1109914
	0:10:16
	0.55%
	4.987
	-0.16%
	-0.007

	
	
	
	32
	31.835
	615763
	0:53:23
	31.831
	613579
	0:09:43
	0.35%
	5.496
	
	

	
	
	
	36
	29.057
	337414
	0:53:32
	29.025
	337813
	0:09:15
	-0.12%
	5.790
	
	

	
	
	
	40
	26.603
	194054
	0:54:58
	26.592
	194869
	0:08:51
	-0.42%
	6.209
	
	

	flower_cif
	30
	250
	28
	34.746
	1598727
	1:27:03
	34.741
	1599594
	0:16:27
	-0.05%
	5.293
	-0.49%
	-0.022

	
	
	
	32
	31.166
	885488
	1:30:27
	31.155
	888670
	0:15:51
	-0.36%
	5.709
	
	

	
	
	
	36
	27.738
	447300
	1:33:13
	27.729
	448239
	0:15:03
	-0.21%
	6.195
	
	

	
	
	
	40
	24.588
	217176
	1:34:58
	24.564
	217721
	0:14:55
	-0.25%
	6.367
	
	

	Average
	
	
	
	
	
	
	
	
	
	
	5.803
	-0.65%
	-0.025


5 Future Improvements

We have already discussed several potential improvements in previous parts of our document. This includes consideration of 1D projection, fine tuning the early termination parameters, making additional considerations for the case multi-reference searching, considering an N-Dimensional alternative, but also by redesigning the search order of macroblock types. The later can allow us of additional gains in terms of speed up since more correlation between macroblock types could be exploited. 
Although there are several possible search orders we may follow, we identify three possible such cases which are also relative simple in concept. First, we may start the motion estimation process using the larger macroblock types (16(16) and using a splitting scheme (based on some thresholding criteria) refine the process using small block types (down to 4(4(. This method is very similar to techniques used for Hierarchical Strategies or even for some computer vision (segmentation) schemes which also use splitting. 
The obvious alternative would be to use a joining/grouping scheme by starting though from smaller block types and if some preconditions/thresholds are satisfied join the blocks together and use larger block types for refining. Such preconditions could include motion vectors as well. The drawback of this method though is that due to Rate Distortion Optimization and the consideration of lambda and Motion Vector Bits within the SAD calculation the refinement process might not be as accurate. Overhead of this method also tends to be much higher than the one above.
The final method would be a compromise between the splitting and joining scheme. In this case we can select starting from a medium sized block type (8(8, 16(8, or 8(16), and depending on a set of thresholds and the motion information of adjacent blocks decide on whether to join or split further the current macroblock or block. It might even be wise in this case to generate both RDO and non-RDO (without the consideration of MVbits) based motion vectors since the later might give us a more accurate prediction for the larger block types if joining is to be used. 
We need to mention that we did some minor corrections in our software (search_range-1 instead of search_range) was examined which improve slightly the performance of our scheme. These results were not verified but are included in our contribution. 
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