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Introduction

The Joint Video Team (JVT) of ITU-T SG16 Q.6 (VCEG) and ISO/IEC JTC1/SC29/WG11 (MPEG) held meetings during the period of 9-17 October 2002 in Geneva, Switzerland.  These meetings were held under ITU-T auspices at the ITU-T headquarters, and were chaired by the JVT Rapporteur | Chair Gary Sullivan and the JVT Associate Rapporteurs | Co-Chairs Ajay Luthra and Thomas Wiegand.
Note that all work at this meeting on draft text has status only of "study of FCD text" in WG11.
Administrative

Chairman's remark on coding efficiency improvement: (0.90)6.6 ( (0.95)13.5 ( (0.99)69 ( (0.995)138 ( 0.5.
JVT-E-TD00r0 Info [Sullivan+] Invitation to the Meeting

JVT-Exxx.dot Info [Sullivan+] Document Template

JVT-E000 Info [Sullivan+] List of Documents

JVT-E001 Report [Sullivan+] Report of Geneva JVT Meeting (#5)
Output report of this meeting.

JVT-E002 Report [Sullivan+] Report of Klagenfurt JVT Meeting (#4)
Report of previous meeting – approved.

JVT-E003 Report [Sullivan+] List of Geneva Participants

JVT-E004 Report [Sullivan+] List of JVT Experts

JVT-E005 Report [Sullivan] AHG Report: JVT Project Management
Plan for meeting.

JVT-E006 Report [Wiegand+] AHG Report: Text & S/W Editing

JVT-E013* Report [Haskell+] AHG Report: Division Operator Analysis

No need for action identified.

JVT-E014* Report [Chen+] AHG Report: Bitstream Exchange

JVT-E137* Report [Sullivan] JVT IPR Status Report

Review of IPR policy and status.  Need for reporting IPR to ITU TSB and ISO/IEC MPEG especially noted due to imminent finalization for approval by parent bodies.
Additional remarks:

· Note of verbal report of IPR by Thomson at Klagenfurt meeting.

· Note of paper statement by IBM during this meeting.
· Note of reports made to parent bodies of ITU-T and ISO/IEC
Editorial

JVT-E022d7*  Report     [Wiegand] Editor's Proposed Draft Text Modifications

Adopted as starting basis for changes made to Joint FCD at this meeting.

JVT-E090* Prop.(Ed.) [Kikuchi+] Editorial corrections related to B-picture

Editorial corrections related to B pictures

JVT-E130* P2.0/3.1   [Wang+] Redundant Slices and NAL Decoding Order

Part 2 only: NAL decoding order

JVT-E132< Prop.(Ed.) [Hannuksela+] Editorial Changes to JVT-E022d7

Esp. Scene information SEI and FMO mode 3

JVT-E145-L Prop.(Ed.) [Wang+] Clean-Up of AFF

Editorial corrections related to AFF

JVT-E146-O Draft      [Wiegand]      Interim Editor's Draft

Systems-Relation/HRD/High-Level Syntax

HRD

JVT-E019* Report [Viscito+] AHG Report: HRD

Discussion of various issues surrounding HRD as discussed on email and in contributions.

Remark: Need to have clear indication of post-decoding delay required for start of play-out by decoder.

JVT-E075* P2.0/3.1 [Viscito] HRD Clean-Up

Subject 1: Decoded pictures buffer syntax – create an "OTS" ("coded picture removal time" - CPRT) as delay relative to pre-decoder removal time "DTS" ("decoded picture removal time") of the same picture in the same units.

Closed

Note: Different proposal in JVT-E122 below is to use temporal_reference for CPRT.

Remark: Use system-layer PTS to determine HRD compliance

Subject 2: Timebase for pre-decoding removal delays & maximum supported length of initial delay: Proposal that time_scale be at least 120,000 and that initial delay be in these units

Closed – keep 90 KHz

Subject 3: Proposal that carriage of HRD data be mandatory, at least in byte stream format.

Closed: HRD conformance is mandatory for JVT (H.264/AVC)  bitstreams. Whether it is mandatory to carry the HRD parameter in the byte stream format is outside the scope of JVT.

Subject 4: VCL versus NAL for limits on HRD – propose limits for NAL+VCL that are 20% higher than VCL alone

Closed: Agreed.

Subject 5: EAT-LB versus CAT-LB versus…

Closed: CAT-LB Plus D parameter 

Subject 6: Issue of default HRD parameters in annex E

Closed: Editorial – Clarify that not all the parameters have default values.

Subject 7: prev_buf_period_duration – remove once DPB worked out

Closed: prev_buf_pereiod_duration is removed because it was redundant. This information is provided through dpb.

Subject 8: text clarification

Closed: see C.2.1

Subject 9: terminology consistency: "coded picture buffer" and "decoded picture buffer", not "reference picture buffer" or "long-term picture buffer" or "short-term picture buffer" or …

("bitstream" is collective term for NAL unit stream or byte stream)

Closed: We will use coded picture buffer and decoded picture buffer.

Text / Terminology Unification

Use Reference Pictures, Long Term Reference Pictures, Short Term Reference Pictures, Non-reference pictures,

No more (Gone for ever)– Terms "Non-stored pictures",  or "Unused Pictures".
JVT-E091*    P2.2.1/3.1 [Yuan] An improved HRD model for JVT standard

EAT-LB ("earliest arrival time" prior method with lower initial delay higher maximum delay) and CAT-LB ("constrained arrival time" current draft with lower maximum delay and higher initial delay) – proposing "LAT-LB" – "latest arrival time" leaky-bucket model.  Algorithm for "stop points" (points at which input rate drops to zero) and "resume points" (points at which input rate flow resumes).  The "LAT-LB" model reportedly provides initial delay equivalent to EAT-LB along with maximum delay equivalent to CAT-LB.

Remark: Is it necessary to know the entire bitstream picture size characteristics to operate this design?  Ideally, yes.

Is the LAT-LB appropriate for real-time operation?  Probably not.

Potential impact on splicing?  Presumably requires re-analysis of stream.

Possibly as alternative choice for off-line applications?

Can this be done equivalently using CAT-LB?  (With forward and backward stream analysis) Probably not.

Remark: Note that this is only for hypothetical receiver use, not necessarily for real receivers.

Could this be a separate (possibly private) SEI message?

Text not yet available.  No action taken.
JVT-E115*    P2.0/3.1   [Viscito++] HRD Requirements

Propose that conformance to HRD is required for VCL and NAL streams.

Also require that the HRD information be provided in the byte stream format.

Not proposing imposing a requirement on conforming decoders.

Some reticence in re concept of "conforming encoder".  No action.
JVT-E133*    P2.2       [Peterfreund] Time – Shift Causality Constraint on CAT-LB HRD

Current model of causality does not allow buffer fullness to ever become higher than the buffer fullness at the time of initial pre-decoder removal.

Initial reaction is favorable.  Addition of shift indication appears to enable greater flexibility for encoding.
Conclusions

Should drop pre-roll count and re-define entry point to equal random access point.
Add delay specification capabililty.
Add film-mode flags.

Merge HRD and picture timing information.
Decoded Picture Buffering

JVT-E121* P2.2.1/3.1 [Adachi+] Decoded Pictures Buffer with IDR and MMCO

Clarification re decoded pictures buffer is sought. And what to do with pictures remaining in buffer waiting for display when an IDR picture arrives.

Includes OTS specification, in clock ticks relative to CPRT.

One idea is to 1) mark decoded pictures in buffer as unused for referencing purposes upon decoding of an IDR picture; 2) requiring all previous pictures in decoding order to have output times prior to the output time of the IDR picture.  Remark: Do we need constraint number 2?  Maybe not.

Use MMCO commands for management of pictures waiting for display?  (e.g., to kill off pictures waiting for output)

Revisited: Proposal to have delay time with flush of fields and frames waiting for output beyond that time.

Yes, let's enable a flush of pictures waiting for any reason at decoding time of current picture.

JVT-E032*    P2.0/3.1   [Kerofsky] Decoded Picture Buffer

Refinement of USNB design such that if decoding time of next picture precedes output time of non-referenced current picture, then the current picture does not occupy space in the decoded pictures buffer.

Must every picture have an output time?  Resolved in output document as noted elsewhere.
JVT-E068*    NB Comment [USNB] Prelim. Draft US NB Ballot Comments on AVC FCD

(decoded picture buffer comment only)

NB comment on Decoded picture buffer similar to Kerofsky proposal with difference described above.

Progress: Use of TR versus DPOD (decoded picture output delay) yet to be resolved.

"Decoded picture output time"
Resolved in output document as noted elsewhere.
JVT-E100*    P2.2       [Lim+]         Decoded Picture Buffer

"flexible partitioning of buffers" and "fixed partition of buffers" approaches.  Discusses short-term buffer, long-term buffer, display-reorder buffer and how to allocate between them.

Remark: What if just consider the entire entity as a single buffer?  No such thing as long-term buffer and short-term buffer and decoder reordering buffer.  Agreed.

Need clarity for syntax element number of reference pictures in parameter set.

Resolved by clarification of single decoded picture buffer.

JVT-E034*    P2.0/3.1   [Kerofsky+]    Comments on Reference Picture Buffer

Assume a dangling field occupies a full frame store.  

Adopted.

JVT-E148-L*  P2.0/3.1   [Lindbergh]    Permitting Minimal Latency Decoding

In the interest of real-time low-latency decoding, advocated to provide indication of whether (and how much) post-decoding non-stored picture reordering may be used in the stream.

Remark: Not just non-stored pictures, but all pictures.

We agree that it is necessary to enable the ability to infer/indicate the degree of reordering (or at least whether any reordering) is necessary for the example application.  Further discussed whether new syntax is needed or existing syntax supports it. – later closed notes elsewhere.
Conclusions for Subject Area
Presented by L. Kerofsky: Limit on reordering/delay capacity (JVT-E148r1 is accepted) and DPB capacity actually needed will be included conditioned on appropriate text being provided.

Timing

JVT-E123* P2.2.1/3.1 [Sullivan] Various Clean-Up Issues

Subject 7: Decoded picture buffering

C.1.1.3: Last bullet – needs clarity re frames and fields.

Also need 172 Hz limit.

Also apply macroblocks per second constraint of Annex A.

Also apply to output times?
Maximum pdb_cnt limit

Adopted.

JVT-E122* P2.2.1/3.1 [Green+] Field Repetition and Timing Indications

Review of progress: Change of pic_structure to field_picture_flag and bottom_field_flag.  Need double-check to make sure this does not affect the decoding process (does the decoding process depend on knowing which field is output first?).  Use of TR for decoded picture output time, a/v sync, etc. and use of clock_timestamp for underlying ideal timing and underlying progressive/interlace (e.g., inversion of 2:3 timing).

JVT-E078* P2.2.1/3.1 [Chen+] SEI Message for the Film Mode "Hint"

Proposes for progressive pictures an SEI "hint" for cadence of 2:3.

See notes on JVT-E122.

High-Level Syntax

JVT-E008* Report     [Hannuksela]   AHG Report: High-Level Syntax
Contains a list of contributions to the meeting on the subject of high-level syntax.
JVT-E049*    P2.2.1/3.1 [Kim+]         Clarification of FMO Mode 3

FMO Mode 3 supports specification of slice groups by a hierarchy of rectangles.

Contribution is not just Editorial.

1) Need for better wording

2) Change of mode 3 such that overlapping regions become redundantly-coded rather than assigned to a single slice group

3) Proposal to add ability to copy allocation map in one picture parameter set from another prior parameter set.

Items 2 and 3 seem like a significantly different purpose than current design.  Item 2 becomes an allocation of some macroblocks to multiple slice group.  Appears to be not appropriate for current phase of work – possibly in 2nd phase of work beyond current schedule.  Item 3 appears inconsistent with current intent of parameter set concept.

Clarification of wording only is suggested – some clarification provided in JVT-E132.

JVT-E124* P2.0/3.1 [Hannuksela] High-Level Syntax and Semantics

1. Add frame_coding_only flag (saving a bit in slice header) Yes
2. POC mode for POC equal to frame number: Yes
Note: Need different POC for each field for field pictures – make sure this is clear in text.
3. Constraints on slice header parameters – specific items can't change within picture and in redundant slices Yes.

4. Disallow non-reference IDR. Yes.
Note: Need to check terminology to ensure use of "non-reference" rather than "non-stored"
Note: Need to check to ensure reset is prior to decoding for IDR

JVT-E125* P2.2.1/3.1 [Hannuksela] Detection of Coded Picture Boundaries

Detection of coded picture boundaries:

1) Detect a coded picture boundary if picture structure changes: Yes (if field parity changes, that's a picture boundary)

2) Detect boundary between consecutive IDR pictures by adding syntax to slice header: No
Agreed to disallow consecutive IDR pictures in decoding order.

JVT-E131< P2.0/3.1 [Hannuksela+] Parameter Set Repetition SEI

Proposal to add SEI messages for sequence and picture parameter set repetition.  We intend to enable sequence parameter set repetition– could be done as SEI or as bit in parameter set to indicate repetition.  
Chosen instead to define parameter sets to take effect immediately and just assume concern over loss of changes is dealt with by the encoder not changing the parameter set.  .
JVT-E138* P2.0 [Walker+] Limits for High-Level Syntax

Problem of lack of upper bounds on syntax elements in current design.  Valuable contribution pointing to a number of oversights in the current text.  Specific numbers delegated to editorial team.
JVT-E139-L* P2.2 [Walker+] Picture Order Count Issues

Part of this advocates principle like the one adopted from JVT-E124.

Also included is proposed to save one bit per slice when picture order count pattern is exactly regular for entire sequence by indicating at sequence level that delta POC is always zero.
One remark that we should go back to use of temporal references rather than POC.

Another remark that we should not be overly concerned with the number of bits used by POC under every possible hypothetical set of circumstances.  We have enough POC modes of operation already, and this aspect saves only on bit per slice and restricts the bitstream to exact regularity of POC pattern for the entire sequence.
Is POC needed for proper picture order, or are time tags needed for that?  Is it sufficient for a decoder to produce correct decoded pictures and to depend on system-specific information to indicate the order as well as the timing?  Perhaps yes.  POC is used in decoding of sample values only for B picture default order of referencing and direct prediction scaling.

Sent to break-out discussion.  Resolved as noted elsewhere.
JVT-E123* P2.2.1/3.1 [Sullivan] Various Clean-Up Issues

Subject 1: High-Level Syntax Refinements

1. motion_resolution should be deleted (assuming it will no longer have a purpose). Initial answer: No – then this decision was later reversed after further discussion: Yes.
2. entropy_coding_mode should be 1 bit and should be called a flag. No
3. The maximum number of sequence and picture parameter sets should be doubled Yes, and these limits (and all other arbitrary hard numerical limits) should be stated in Annex A rather than in the main-body text. Initial answer: Yes – then this editorial part of the decision was later reversed after further discussion, so that limits are stated near the places where the syntax and semantics of the relevant syntax elements are defined.
4. The duplicate entries in table E-1 (sample aspect ratio) should be consolidated. Yes
5. sar_width and sar_height should be 16 bits each. Yes
6. frame_cropping_flag and timing_information_flag should be u(1). Yes
7. Several items at the end of vui_seq_parameters() that are marked e(v) should be something else. Yes (ue(v))
8. filter_parameters_flag and constrained_intra_pred_flag should be moved from the sequence parameter set to the picture parameter set.  Yes
9. non_stored_content_flag / non_stored_pic_flag is redundant with nal_storage_idc and should therefore be removed.  Yes
CABAC

JVT-E009* Report [Marpe] AHG Report: CABAC
Summary of activities, software integration, editorial work, reflector discussions.

JVT-E059-L* P2.0/3.1 [Marpe+] Proposed Cleanup Changes for CABAC
Several different proposed changes to CABAC:
1. Reduction in number context models for intra, with slight RD perf improvement.  Reduce number of models from 23 to 6.  Slight variation of previous proposal. Yes.

2. MB-AFF support, mb_field_decoding_flag with a context model for it.  Very small effect on draft text. Yes.
3. Renormalization simplification.  Simplify test for renormalization and simplify the initial value of the range. Yes.
4. Change of initialization of R value to enable short word-length implementation engine (decoder 10 bit, encoding 11 bit). Yes.
5. Informative note for speed-up possibility. Yes.  Also add an example encoder description? Yes.
JVT-E086* P2.2.1/3.1 [Bossen] CABAC cleanup and complexity reduction
Several different proposed changes to CABAC:
1. MSB first rather than LSB first. Yes.
2. Range register bounds; use bit test for renormalization instead of compare. Yes.
3. First bit out of coding engine is always zero – remove it. Yes.
4. Termination specification – how to end a slice – modify end of slice flag coding – never read past last byte of slice – identify position of stop bit clearly. Adopted with minor modification.
5. Use stuffing bytes instead of stuffing bits – simplifies encoder.Yes.
6. Byte alignment before starting engine. Yes.
7. Make probability estimator for intra and inter slices the same. Yes, unless a harmful impact is discovered on verification e.g. for interlace.
8. Editorial clarification of lack of need for 6 LSBs in various places. Yes.
JVT-E079* Info. [Moccagatta+] Perf. comparison of CABAC and VLC Entropy coding

21 test sequences, CIF, SD interlace, HD interlace, movies, sports, natural content, computer graphics

150 Kbps to 52 Mbps.  IBBP and IPPP.  RD on.

Large and consistent improvement obtained by CABAC:

· 2% to 18% for CIF

· 6% to 15% for interlaced SD (IBBP)

· 5% to 22% for interlaced SD (IPPP)

· 7% to 31% for progressive HD (IBBP)

· 7% to 18% for interlaced HD (IBBP
Example for IBBP about 11% for SD @ 1 Mbps and HD @ 6 Mbps

Short search range +/- 16.

Tried a larger search range on a couple of sequences and got similar differences between CABAC and CAVLC (although both got better compression).

More gain at higher QP.

One slice per frame tested only. (Note: CABAC probably is harmed more by fragmentation into slices.)

Recommends removal of CAVLC from Main profile.  No action.
JVT-E154-L Prop. [Marpe] CABAC Slice Initalization
Resubmission of Klagenfurt proposal.  Initialization of CABAC contexts at slice boundaries.  Minimizes learning phase of the operation.  Three initialization tables, encoder makes choice and signals in slice header.  Increases table memory ROM (not cache, no effect on memory bandwidth) by factor of 2.3 (1.3 kbytes ( 3.5 kbytes).  Improves coding efficiency for small slices.
Method of table selection used (however this is an encoding issue): set by using the table that best fits the end state of the prior slice in temporal order.

Tests on SD sequences, search range 32 samples, fixed slice size of 90 MBs (two lines of MBs).
Software 2.1 plus Klagenfurt CABAC-related changes.

1-4% gain, average 2% (more at high QP).  Typical is to have higher gain at higher QP.

Proposal is friendly to other aspects of codec design (such as error/loss resilience and parallelization of encoder or decoder), as it mitigates the penalty in compression performance from slice fragmentation.

Adopted subject to post-meeting verification in current software.
CAVLC

JVT-E010* Report [Conklin+] AHG Report: Structured VLC for CAVLC

Little activity in this area reported.  No action.
Level Constraints

JVT-E012*    Report     [Yagasaki+]    AHG Report: Level Constraints

Constraint on Number & Block Size of Motion

JVT-E028*    Info.      [Tourapis+]    Verif. Results on Number of MVs & Block Sizes

HD Results: Except for Fireworks sequence at very high bit rates (beyond current Level Limits) number of two consecutive MBs with more than 16 to 20 MVs was very small.

Fireworks sequence lots of violations of 16 MV limit.  Violations go down substantially if limit increased to the range of 17-20.  Also violation of maximum bit rate limit.

A number of the 720p sequences available have similar motion characteristics (motion only of camera, lack of non-rigid-body motion, etc.).

Remark that new software with B picture modifications will use more MVs more often.

Why a two-macroblock limit?  To smooth the processing pipeline, preventing "bubbles" of exceptional difficulty.

JVT-E065*    Info.      [Shen]         Verif. JVT-D134 MV Count Limits for HD

Verifies results of JVT-E052

JVT-E052*    P2.0/3.1   [Zhong+]       Limits on MVs for Practical Compliant HD Decoding

HD-only test

Number of two consecutive MBs needing more than 16 to 18 MVs is less than 1% for all the sequences tested except Big Ships. In case of Big ships the number was less than about 5.7% for 16 MVs and less than about 3.7% for 18 MVs.
Limit of 16 MVs did not produce any visible loss in quality. With limit only to 8x8, no significant PSNR difference.

Only 5 MB out of 5 Million coded used all 4x4 in 1 MB (only P pictures used). None in B pictures.

Percentage of MBs using MC blocks smaller than 8x8 is leass than 1%

JVT-E062*    I2.0/3.1   [Boyce+]       Motion Vector Count Statistics 

For SD, on average 99% of time one uses less than 16 MVs per 2 MBs. (SD and HD). Didn't run anything with limits imposed.  Did SD tests.  Proposed here to impose at SD & higher rather than just HD & higher.
At CIF, 4.7% times one uses more than 324 pixel spread range, 3.64% times for more than 484 spread. Proposed for baseline level 2 and below.
JVT-E072*    P2.0/3.1   [Suzuki+]      Restriction of MC Block Size for HDTV Coding

Propose to limit MC block size to 8x8 for B-picture bi-pred at level 3 and 4. This constraint is already stated in the standard. Therefore no action needed.
JVT-E093*    Info.      [Wise+]        Model for Estimating Memory Bandwidth

(also noted below)

Memory bandwidth analysis was presented to show that in the worst case with no restrictions on the number of MVs / Block size the requirement on the Memory Bandwidth is very large and not practical today.

JVT-E041* P2.0/3.1 [Zhou]         MV Spread in sub-8x8 Partitions: More Results

324 and 484 byte limit did not cause loss in the visual quality at CIF or lower resolution. Helps DSP implementation.

No consensus to accept, so far.

JVT-E134*    Info.      [Joch]         Verif. of MV Spread Restriction JVT-E041

Verifies the results presented in E041.
JVT-E110*    Info.      [Moccagatta]   Correction of Min. Luma Bi-Pred Block Size

Originally, the limit of 8x8 size for B-pictures was proposed only for Level 4 and above. 

Consensus on having this restriction at HD (Level 3.1 to 4). Need to think more whether this is required for lower pictures sizes (ITU-R 601 and below) or not. – later closed notes elsewhere
Not decided for level 5.  Assumes no bi-pred smaller than 8x8.

Later: Consensus to remove the restriction for level 2 and below. Closed.
What about levels 2.1, 2.2, and 3? Levels up to 3.
Difference in Saroyan model is 3-6% for DDR clock from 5 to 10 MHz.

JVT-E052 shows 18 drops violations by a factor of 4 relative to 16.

For MB-AFF, assuming a pair of MBs, 9 is a nice number.

JVT-E093 as amended by SA shows analysis.

DDR-64 range 200-300 MHz.

HD is achievable, but at the edge.

Decision: Sliding window – decoding order – applies across slice boundaries – for two consecutive macroblocks – from levels 3.1 to 4 – no more than 16 motion vectors.  Hope for better news later.  Furhter study tying this to depend on macroblocks per second not level number.
Note: This restriction does not affect decoding process – it's only an encoder conformance requirement.

32 for SD?

Remark: Raise level 3.1 to enable half-1080i30, or lower 3.1 to 720p24 and lower 3.2 to half-1080i30?

Block-Size Adaptive Filter Length & Accuracy

JVT-E044*    P2.2/3.1   [Sekiguchi+]   Verif. on JVT-D110 (B-S Adaptive Motion Comp)

Not clear at this stage how much is the reduction in complexity in the worst case. With minimum block size of Bi-predictive MB type limitation (for at least at Level 3.1 and above), most of the complexity reduction will be for P pictures.

Tests did not disallow MC blocks less than 8x8.

Worst-case complexity versus restricting number of motion vectors?

Potential increase in the complexity of the encoder.

No consensus to adopt.

JVT-E064*    Info.      [Suzuki]       Verif. on JVT-D110 (B-S Adaptive Motion Comp)

Verified the proposal in E-044. Authors support the adoption of E044. Did not increase the complexity of encoder in their implementation. It will increase the complexity of other designs. Encoder complexity change is implementation dependent.

JVT-E080*    P2.2       [Sato+]        Adaptive MC Interp. for Memory Access Reduction

Similar general comments as for E083. 

Shorter filter for smaller blocks.  Three different filters.  Loss in quality on some sequences.

JVT-E083*    P2.2.1/3.1 [Hallapuro+]   Results on MC Memory Analysis Core Experiment

Shorter filter for Bi-predictive blocks only. It may reduce the quality of Bi-predicted picture. Need to understand the impact on visual quality when a sequence mostly uses B-pictures. 

Case 1: Shorter filters for bi-pred.

Independent of block size.  ME done with 6-tap filter, then mode decision using shorter filter.  HHR and below.

Tests did not disallow MC blocks less than 8x8?

Two other cases tested for examining relationship with JVT-E044.

Remark: Issue of memory access size for memory that is accessed in chunks is somewhat less of an issue than for example it would be if we limit the number of motion vectors.

Effect on perceptual quality?

Mobile and Container have 1-2% bit rate increase (overall bit rate, percentage bit rate increase on B pictures would presumably be greater).

Effect on MH picture? (B-pictures all the time)

Need to know the MB type before know the MC interp method (potential instruction cache/pipeline problem).

More loss at smaller QP.

Block-Boundary Mirroring

JVT-E058*    P2.2.1/3.1   [Benzler]      Block Boundary Mirroring for Sub-Pel Interpolation

New version.  Encoder search without mirroring.  2% loss.  (6.4% avg. for Mobile & Calendar – more loss at some QP, up to about 8%.)  Verification?  SIMD implementation? (could use position-dependent filtering or shuffle the samples)

Complexity reduction is implementation dependent (e.g. for SIMD architecture it may not be helpful in reducing the complexity. Loss in bit rate for some sequences (e.g. Mobile) was not ignorable (e.g. > 6% on average and large for certain Qp s)

----------------------------------------------------

Conclusion

At higher levels (level 3.1 and above) there is a consensus to rather use Number of MV based constraints and not used “change in filtering” based constraints: X number of MV every 2 Macroblocks (sliding window in the MB scan order). It is agreed that X is between 16 and 18. The exact value of X is to be discussed by the breakout group. Dicision to be made Oct 13th, 7:00 PM Geneva Time. Pierre Marty will chair that breakout group. Break out group to also discuss what limits (if any) to put for levels 2.1, 2.2 and 3.

Can not enforce it at or below level 2.0.

No limit at or below level 2.0.

Profiles

JVT-E056*    P2.0/3.1   [Lindbergh++]  Interlace in the Baseline Profile

Proposes 1) to remove field pictures from baseline – decision Yes (if not a different baseline without FMO+ASO); 2) to support field pictures at all levels of Main and X profiles – decision No
Could you use frame-mode interlace? Basically Yes.

Interlace coding tools (Field Pictures, Picture AFF and MB AFF) are not to be used in the Baseline Profile (subject to current Profile structure stays the same). SEI messages can be sent to indicate field timing to help the display process.

Use Picture Structure flag = 0 ( =>
 FRAME PICTURE).

JVT-E140*    Prop.(Prof)[Haskell+]     Remove Interlace from Baseline

See comments for E056.
JVT-E068* NB Comment [USNB] Prelim. Draft US NB Ballot Comments on AVC FCD

USNB Subject 31: Redefine baseline profile as common subset
Proposes to make a 4th profile below current baseline containing only common features across all profiles and to rename baseline to be the new profile.
JVT-E143-L*  NB Comment [SGNB] Singapore National Body Comments on Profiles

Proposes to 1) make baseline a common subset of all profiles, and 2) should be some profiles that do not need to support interlace regardless of level

Proposed baseline: Current Baseline minus ASO & FMO plus Bipred slices and Weighted Prediction and field pictures; X is current X minus field pictures; Main unchanged.  No features in X or Main that are in common between those two and not in Baseline – providing clear distinction of purpose between X and Main.  Views bipred slices as a common coding efficiency tool.
Closed – request for dropping interlace from X withdrawn.
JVT-E116* Prop.(Prof) [Syed++] Removal of CAVLC from Main Profile

Advocates removal of CAVLC from Main profile.  Considers CAVLC to be a redundant and inferior feature.  Eliminating it would reduce Main profile decoder cost and design effort.
Reasons for removing CAVLC from Main:

1. No benefit for decoder

2. Reduce decoder complexity (really?) & verification effort

3. Reduce conformance defect risk

Reasons for keeping CAVLC in Main:

4. Desire for cross-profile interoperability (e.g., add cross-platform compatibility syntax indicator or define a lower profile)
5. Desire for encoder complexity scalability
Possible solution – add CABAC to baseline and remove VLC entirely: Problems implementing on some platforms (e.g., VLIW processors) – VLCs can operate on "chunks" of data while CABAC requires bit-serial processing.  Unkown impact – we shouldn't do this willy-nilly.  Not accepted.
Change VLC to make it easier?

Remove CABAC?

No action taken at this time on this issue.

JVT-E103* P2.0/3.1 [Yagasaki+] Consideration of High-Performance Profile

Not requested to discuss.
JVT-E104* P2.0/3.1 [Yagasaki+] Constraints for Profile and Level Definitions

Five proposed constraints:

Subject 1: Max B-R for levels 3 & 4

Reported that bit rates far in excess of current level limits encountered in coding of a number of 1920x1080i30 sequences.

JVT-E046 and JVT-E047 and USNB Comment #33 also support similar view.

Propose Level 3: Change 8 Mbps ( 10 Mbps (H.262/MPEG-2 15 Mbps) Yes.

Propose Level 4: Change 20 Mbps ( 50 Mbps (H.262/MPEG-2 80 Mbps) Yes, with CBP buffer size of 25,000,000 bits, resulting in a 0.5 sec buffer size for level 4.

For consistency, also change other levels.
Discussed max bit rate of 768 on level 1.2.  This adjustment for consistency made during post-Klagenfurt editing was agreed.

Effect of constaints on maximum number of bits per macroblock at the maximum bit rate with the maximum number of macroblocks per second was shown.  Various aspects were discussed.  Minor adjustments to the lowest levels decided, to provide more "round" numbers.
Remove level 5? Initial answerh: Yes.  Retained after further discussion and input regarding parameter limit settings for level 5.
Subject 2: CPB buffer size

Propose Level 3: Change 8 Mbits (0.8 sec) ( 5 Mbits (0.5 sec) No.
Propose Level 4: Change 20 Mbits (0.4 sec) ( 25 Mbits (0.5 sec) Yes.

Comment: Ed. Note in Annex A re non-decreasing CPB size with increasing level

Subject 3: Max bits per MB

Supports PCM mode JVT-E042 & JVT-C117 and limit to half of PCM rate for entropy-coded MBs.

MPEG-2 Main had 4096 bit limit that could be exceeded twice per MB row.
Adopt with limit 400 bytes with byte alignment, substituting 1-valued samples for 0-valued samples, adding the mb_type value at the end of the intra mb_type table.

Subject 4: CABAC

Proposal to remove CAVLC from Main profile. Subject discussed elsewhere in notes.
Subject 5: Min number of slices per frame/picture

Interest in enabling parallel decoding

Potential better way to express the intent of the contribution is to change "min number of slices" ( "max number of MBs in slice"
Discussion of imposing such restrictions on picture sizes supported in levels 3 and up.
Compression effect of CABAC reinitialization (note JVT-E154) and MV & intra prediction effect noted.

Loop filter consideration?  Deblocking filter uses three samples across edge.  Filter first the internal edges and then the external edges could fix that?  As currently specified, deblocking filter must operate in raster-scan order.  
. No change now – closed.
Slice Size Restriction Topic Further Discussion
One solution to enable parallel decoding that was discussed was to limit the maximum slice size in macroblocks.  Analysis determined that the deblocking filter has cascading effects, even if inner edges processed before outer edges for a macroblock.

Interest was expressed in hard horizontal chopping locations in the picture with special treatment of the deblocking filter at these picture segment boundaries.

Remark: It is possible to do parallel decoding without changing anything (by having a second processor start on the second MB row, lagging behind in the decoding process by one MB), provided the entropy decoder parsing is pipelined to operate one row ahead of the subsequent decoding processes.  Although, one can't necessarily parallelize the entropy decoder, perhaps particularly for CABAC.

Impose maximum number of bits per slice?  Or both bits and macroblocks?

Use inner and then outer filter order?  This could reduce the number of edges that need second-pass processing.  At last meeting this was opposed as it changes the order of horizontal and vertical filtering operations from step to step during the deblocking filter process.

Encourage further study of this issue to determine whether there is a serious problem.

Closing day note: plan to have limit on max number of slices in picture – exact plan is for further study.

No change adopted now for this issue.  Encourage further study.

JVT-E123*    P2.2.1/3.1 [Sullivan]     Various Clean-Up Issues

Subject 5: Compression Ratio Requirement Decrease & Redefinition

Resolved as noted elsewhere.
HRD – Dual or Single Decoded Picture Buffer Discussion
Single Buffer only. There should be a syntax element to indicate the size of sliding window.
Interlace Break Discussions and Results
Interlace AFF Semantics, Syntax and Text in  E146d0 (include use of direct mode and POC)
MB-AFF Topic Review

1. POC (coord: Peter Borgwardt) – Mode 0 and two POCs per frame – conclusion: picture order count applied to each field; HRD output times and field output orders are non-increasing as picture order count is increasing (specify this in the SEI definition rather than in the POC definition); in mode 2 there is no picture order count and B slices are not allowed and can't have two consecutive non-reference pictures in decoding order; in modes 0 and 1 there is a prediction of the value of the picture order count and a variable-length coded delta relative to that; in mode 0 the prediction is based on the most recent decoded reference frame (resilient to the loss of non-reference frames only); in mode 1 it can be referenced to the last IDR (resilient to the loss of any non-IDR picture); there is a way to not need to send the second delta for a frame base on an indicator in the picture parameter set; mode 1 is almost the same as in the previous draft with minor bug fixes in the equations.

2. Syntax & Semantics (Limin Wang)  JVT-E145 – conclusion: 1) num_ref_frames_active_minus1 ( num_ref_frames_or_field_active_minus1 (or similar), 2) in P picture if both MBs are skipped they are skipped using frame/field mode of MB to the left (if available – if not use above and if none use frame) and if only one is skipped then the frame/field indicator specifies the skipping (predicted MV is used for skip-MB's motion).  (Same applies to direct skip in B for spatial direct mode –the MV used is the predicted MV.)

3. B pictures and direct mode (Jill Boyce) – B pic should use POC

4. Loop filter interaction (Natan Peterfreund) – conclusion: 1) always do frame-based filtering, 2) aspects of both fields considered if a block is field-coded; 3) restriction to same QP in pair is removed and for field coded MBs the average QP within an MB is used as the QP for deblocking control in that case.  If first MB of pair is skipped, use the effective QP from prior data for the skipped MB as is the usual case. Closed.

qq
Direct Prediction

JVT-E018     Report     [Jeon+]        AHG Report: B picture and ABP Finalization

JVT-E026*    I2.2.1/3.1 [Tourapis+]    Perf. Comparison Temporal and Spatial Direct Mode

Spatial: If the co-located block is stationary or close to stationary, then the direct mode MV is made 0. The segmentation of the MB is the same or uses larger blocks than the co-located MB.  Requires storing one bit for whether each MB is stationary or not (does not require storing the MV).

Action item: Clarify the use of POC for the temporal difference calculation, especially for field case (and MV-AFF) and considering whether the POC difference is intended to be signed or unsigned.  Clarify what to do if there is only a list 1 motion vector.

Is it clear for MB-AFF?  Note that POC appears broken for interlaced frame pictures (a frame picture will need two POCs).
How does MV prediction work in MV-AFF?  Are MVs predicted from one field to another?
Later acted on and closed as noted elsewhere.
All methods use same RDO

Clarify 
· the use of POC 
· when coding a field
· when having only one reference frame

No way to remove the POC since it is reduced for the default index

All results with new RDO: modified Lagrange parameter (D040, D041)

Sequence-dependent which is better in progressive-scan case: spatial or temporal case.  Spatial always better on the tested interlaced sequences (remark: was the +/-32 MV search range sufficient for this test with two B pictures? – apparently not).  Possible impact of RDO on the results.

For progressive scan common conditions, very mixed results for spatial and temporal (sequence-dependent, low rates temporal better, high rates spatial better).  Spatial better with increase in temporal distance.  Spatial would be better with long-term pictures (for which time has no real meaning).  Spatial somewhat better for error resilience.  Text must state that encoder shall never specify to refer to a picture not present in the DPB.  Spatial is basically the only mode that can be used effectively with a single reference picture.

In some cases the temporal method requires about 33% increase in memory capacity (and also increase memory bandwidth) to store the MVs in addition to the samples.  At high bit rates the spatial mode generally works best. Interlace doesn't need temporal (as tested, however there may possibly have been a problem with the MV search range).

Comparison of spatial and temporal shows mixed results for QCIF and CIF

4% gain for Foreman, 5% loss for container

Gains are bigger for spatial at higher bit-rates, and there maybe losses at lower bitrates

Gains are mixed also over the temporal distance of the span of the co-located 
Comparison of spatial and temporal shows always a gain for ITU-R 601

Search range of +/- 32 may not have been sufficient to properly use direct temporal mode

Only picture based AFF used

Average gain is about 5.5% for CAVLC and 4.15% for CABAC

Clarify 
· use of POCs in frames
· the case when you not have the reference frame available which the co-located mv references

JVT-E102* I2.0/3.1 [Suzuki+] Verif. Reduced Peak Bus Bandwidth JVT-C114 (ed note: this should be C115)

JVT-E095* Info. [Chujo+] Verif. Spatial and Temporal Direct Modes

JVT-E037* Info. [Winger] JVT-C115 HD Temporal Direct-Mode Verif. & Text

JVT-E036 Info. [Topiwala] Verif. of Direct Mode Techniques

JVT-E097< P2.0 [Jeon] Clean up of temporal direct mode

Field/frame and other clean-up/clarification issues.

Seems to be an improvement rather than a bug fix – no consensus to adopt.

JVT-E076* P2.2/3.1 [Kadono+] Memory Reduction for Temporal Direct Mode
Only store motion vectors of most recent reference picture in decoding order, rather than all of them.  Test results as usually done would show no impact for this, as the usual use is to use conventional MPEG-1-style operation.  Reduces storage for MVs by factor of 3 or more (but not memory bandwidth).
Further discussion on this proposal: Savings seems minor, reduces flexibility on what picture to use for co-located macroblocks in slices.  Not adopted.

Ed. Note: No such thing as I picture, P picture, B picture.   Only slices.

JVT-E071* P2.0/3.1 [Suzuki+] Study of Direct Mode

JVT-E144-L P2.2/3.1 [Schlockermann+] Improvement of Temporal Direct Mode

JVT-E092* P2.2/3.1 [Kikuchi+] Proposed Modification on Bi-predictive Picture

JVT-E063* Info. [Tourapis+] Verif. of MH Picture Proposal

JVT-E155-L Info. [Yue+] Test Results for Spatial & Temporal Direct Mode

Comparison of spatial and temporal direct mode.  Canoa, Car, Rugby (commonly-used sequences).  Search range 16, CAVLC, ABT off.  Picture-level AFF.  15%-18% BD-PSNR rate savings for total rate including B and P (peak difference would be more).  Note that the search range is rather small.  Further detail on results would be nice.  Question re gain for "cases 3 and 4" when co-located MB is coded with different field vs. frame structure.
More data desired from testing of all features and interactions.

Conclusions:

Temporal direct mode gives >25% gain in B picture rate for some sequences, and spatial direct mode gives >25% gain in B picture rate for some sequences.  See JVT-E026 spreadsheet.  No consensus to drop temporal direct prediction.
Consensus to adopt JVT-C115/JVT-D040/JVT-E037 – constructing 8x8 direct bi-pred from smaller blocks for direct prediction for macroblocks per second rates supported by levels 3.1 and higher.  Add flag to seq_param_set to turn this on & off and text to Annex A specifying the values of this flag to be supported.
May consider adding a way for some restriction (perhaps to 8x8 or 8x4 & 4x8) to be added for SD.

Item #1 JVT-E092 (adjustments/corrections for usage of temporal direct when both pictures in same temporal direction) adopted.  Notes need study/clarification here.
Item #3 of JVT-E092 seems out of the scope of the direct mode study. Item 3 is when all pictures in both lists are in same temporal direction, change allowable entries and the entropy coding of the macroblock modes. Notes need study/clarification here.
Proposal for 8x4/4x8 limit for direct mode at SD from JVT-C115 (results for CIF & QCIF showed roughly 0.25% worst-case for 8x4/4x8 measured by whole-sequence bit rate (about double that for B only), about 1% for 8x8) – no consensus to adopt.

Number of MV per two sliding window MBs limit to 32 for SD (not concluded yet)? Not agreed.
Initial intent Such limits are tied to macroblocks per second (perhaps picture size), not levels (despite possible imperfect notes herein).  Later discussion resulted in tying these limits to levels rather than other parameters – further study may advise the other method.
Level 5 discussion deferred and then resolved as noted elsewhere and in output document.
Suggestion: Restrictions to not use temporal under some circumstances? Possibly in some cases that complicate the description?

More on JVT-E092 (final day):Memory-saving method for motion vector memory for direct temporal in JVT-E092.  Amount of memory stored for each picture in HD is about 20 bytes per MB (4% of the total = 5 bytes * 4 MVs per 384-byte MB).  This would reduce that amount of memory by about 80%, so roughly a 3% reduction in memory size (not bandwidth).  Could lose some performance by doing it.  Not adopted.
Motion Comp

JVT-E015     Report     [Luthra+]      AHG Report: Mot Comp Memory & Special Position

Special Position

JVT-E035*    P2.0/3.1   [Bjontegaard]  Tandberg on "special position" interpolation

Statement to keep things stable. Visible benefit in some sequences which could be transformed into 10% bit-rate reduction (e.g., Foremen at low bit-rates, mostly at low bit-rates, i.e., QP>34) For many sequences no improvement.

Benefit in some cases, not in most, approx 10% benefit on Foreman.  1st preference is to keep it stable, but if some good reason to remove, they're OK with removing it.  Out of the common conditions set, foreman at high QP, News some benefit at high QP.  Acts as low-pass filter when motion prediction is poor.

JVT-E043* I2.0/3.1 [Yamada+]      Perf. Evaluation on Special Position

Similar tendency as reported in D109.

No difference in objective results.

Proponent states negligible subjective difference.

Test using progressive-scan common conditions (7 seq's), plus Foreman CIF.  Reference JVT-D109 prior report to Klagenfurt.  Two GOP structure types.  Also tested a higher-than-usual QP (40).  No objective difference.  Subjective summary by proponent: No subjective benefit.  Possible differences of personal opinions at high QP, however the overall quality is low.

Potential relation to JVT-E044 remarked.

JVT-E114* I2.0/3.1 [Johnson+]     Funny Position Filtering

Open-loop ME experiment, non-coded reference frames
SD MC and Susie: only 8x8 blocks used, MB-AFF, hierarchical ME
% of usage for filtering position increased for not using FP for Mobile 

10->1%
% of usage for filtering position decreased for not using FP for Mobile 

2->18%

use of a pre-filter reduced the use of FP drastically

CIF Foreman: 4x4 blocks used

similar result for Foreman as for Susie with lower frequency of usage of FP
Reported that the "special position" has a filtering effect, the need for which can potentially be obviated by pre-filtering.

Reported that the "special position" tends to be used particularly on low-frequency blocks of content.

Not tested in coding loop or with quantized reference pictures – just on original pictures.  Mobile & Calendar SD interlace 8x8 blocks AFF and Susie SD interlace 8x8 blocks AFF, and Foreman CIF.

Group Discussion and Decision on Special Position

Complexity addition: encoder: probably yes, decoder: not sure (special position uses less computation and memory access, but requires an extra special case to be considered in the decoder).

Decision: remove "special position"
Interlaced Chroma

JVT-E016* Report [Viscito+] AHG Report: Interlace Chroma, Scan, Verification

(also elsewhere)

JVT-E081* P2.2 [Sato+] Chroma Motion Pred. Improvement for Interlace

Solve chroma phase mismatch for frame and field coding.
Two methods: for frame coding: average, for field coding: correct motion vector

pic AFF: max 10% for chroma, max 2% overall bit-rate savings
less gains for the interlace test set

JVT-E088* P2.2.1/3.1 [Nakagawa] Chroma MV Pred. in Field Pred. with Diff. Parity

For the case of only one reference field, there may be a big impact.
Decision: adopt E088.
Alternate Scan

JVT-E016* Report [Viscito+] AHG Report: Interlace Chroma, Scan, Verification

(also elsewhere)

JVT-E107* P2.2.1/3.1 [Jeon] Alternate Scan for non-ABT Coding

pic level AFF

Use alternate scan
Bit-rate savings for IPP

M2: AS for field: 2.3%
M3: AS for field and frame: 2.76%

M4: AS for frame: 0.94% (4.5% for Tempete)

Bit-rate savings for IBBP

M2: AS for field: 1.69%

M3: AS for field and frame: 2.34%

M4: AS for frame: 0.75%

Adopt: Always use AS when in field coding (pic or MB level AFF)

Two proposals:

1. use AS in field coding

2. enable switch between ZZS and AS in Baseline: 6.15% BR savings
Second item not adopted.
JVT-E016 Report [Viscito+] AHG Report: Interlace Chroma, Scan, Verification

JVT-E108* P2.2.B [Yu & Wang] Adaptive zigzag/alternate scanning for non-ABT

Verification of E107

JVT-E118-L* Info. [Sato+] Verif. Alternate Scan for Non-ABT

Verification of E107

Adaptive Block Transform
JVT-E096*    Info.      [Winger]       ABT vs. alternate scans for Main Profile

Shows diminished effectiveness of ABT (5% peak, 2% average) when compared to alternate scan 4x4 coding with IBBP structure.  Version 4.2a software used.
Puts into question the ABT advantage in light of these results as the advantage seems to have been reduced - particularly need to study ABT with CABAC turned on.  Also need to check for bugs in the 4.2a software, as these results appear significantly different than shown in Klagenfurt.
JVT-E073*    P2.0/3.1   [Suzuki+]      Study of ABT for HDTV Coding

For Canoa: 0.8dB gain.
HD test:

CABAC on, temporal direct

For 1080i: 6 sequences (60 frames)

For 720p: 4 sequences (90 frames)

Problem in Intra observed due to lack of Intra_16x16 mb_type
1080i: Results are mixed: sometimes large gain 11% decrease but also sometimes increase of 4.5%

720p: ABT on/off IBBP always gain with max 4.39%

Same problems with software maybe observed.

USNB |f| offset comment:

offsets 1/3 and 1/3 vs 1/3 and 1/6 are wrong, comment is mistaken.

USNB 16 bit comment:

several contributions on that indicate availability
Remark on larger search range for SD and HD content

Investigation report: Change identified regarding intra macroblocks between JM 4.0 and JM 4.2.  More intra used in non-ABT, but not in ABT.  Could be the change in Lambda.
Problem with stored B picture was found (fix available, but this is not relevant to these test results).
Results from JVT-E099: Old JM 4.0d software: Rugby 8%, Canoa 11% (MV search 32).  These are better than what was found for 4.2a in Winger contribution.
Has ABT shown benefit on progressive scan? Some results in JVT-E025.  Sometimes yes for I pictures only, 4.2 software, min 0.2 max 0.5 BD-PSNR (3-9% BD-Rate) in low QP range.
Balance of P and B bit rates and PSNRs seems to be changing depending on whether ABT used or not, particularly at the start of some sequences.  May be an important issue. Note the I picture is particularly important at the start of the sequence.
Note that the two most significant recently-adopted features have been primarily targeted at interlaced material, but we don't seem to know how well they work together.

After further investigation:

Version 4.2a is the software used in the Winger contribution – some difference in behavior between 4.2 and 4.2a.  In 4.2a usually slightly lower PSNR (0.2 dB) and smaller number of bits (~3-4%) in most B pictures (P's are more equivalent than this). In a few pictures (4 or 5 pictures in one example sequence – Tempête) coded as fields, there was a large increase in number of bits for field mode P picture, but field mode was still chosen for use.  However, overall performance was about the same as for 4.0 software.
MB-AFF changes don't seem to be the cause of the performance drop – these aspects seem to function together.  But we don't have a clear understanding of performance there.
4.0d shows gains for ABT vs. non-ABT that are not evident in 4.2 software.

Remark on subjective quality being the primary interest.

Appears that from 3.9a to 4.2 software (probably mostly from Lambda) that the non-ABT quality improved and the ABT quality did not improve as much.  Could perhaps fine-tune Lambda differently for ABT.

Note that software usually has 8x8 intra enabled, but the draft currently doesn't allow that (that makes about a 1% difference).

We seem to have lost about half of the reported ABT benefit in the test results that are available and we really don't clearly know why.  Lambda change has decreased coefficient data quantity relative to motion vector data quantity and this could be why.  Alternate scan also improves non-ABT relative to ABT for interlace.  Also bugs could be why.

Our best guess at this point is that there is around 5-6% gain for ABT for high-res material on average although we aren't fully confident in that. (Basis: 7-8% gain in original proposal, plus 3% for adding alternate scan to it, minus 3% for adding alternate scan for non-ABT use, minus 2% for improvement in our rate-distortion optimization for non-ABT case.)
Discussion: Keep it in the draft but not in the profiles?

If we take it out, can we put it back in later?  How much later (version 2)? If we keep it in, can we take it out later?  Intent is to have a text that is mature now.

Do we keep ABT in the draft at this meeting?  No.
Version 2?  Possibly.  Delay schedule for more work on it? No.
Other ABT Contributions

Below items not requesting presentation due to removal decision for ABT:
JVT-E117* P2.2.B [Wang & Yu] Scans for ABT+CAVLC

JVT-E025* P2.0/3.2 [Wien] Clean-up and improved design consistency for ABT

JVT-E087* P2.2.1/3.1 [Bossen] ABT cleanup and complexity reduction

JVT-E113-L* P2.2.1/3.1 [Topiwala] Improved ABT Transform

JVT-E099* P2.2 [Lim+] Low Complexity Transform Matrix for ABT
JVT-E112* P2.2.1/3.1 [Conklin] JVT-E111 for ABT

JVT-E098* P2.2 [Lim+] Complexity Reduction for ABT Intra Prediction
JVT-E085* P2.2.1/3.1 [Lillevold+] CAVLC for ABT

JVT-E120* P2.2.1/3.1 [Adachi+] CAVLC Cleanup for ABT & Alternate Scan

MB-AFF Verification & Clarification

JVT-E067*    Info. [Borgwardt]    Verif. of MB-level Adaptive Frame/Field Coding
Test results for Mobile & Calendar and News relative to picture-level AFF.  11% to 18% gain reported using 4.2 software.  MV search range 16. CAVLC entropy coding (MB-AFF buggy for CABAC).
JVT-E094*    P2.2.B     [Gandhi+]      Verif. of MB adaptive frame/field coding

MB-AFF test results relative to picture-level AFF.  Six sequences savings between 3% and 17%.  Not interlaced nominal test set, but the test set doesn't exhibit the type of motion characteristics this feature is geared for. MV search range 16 (is that 16 field lines when in field mode?).
JVT-E082*    Info.      [Sato+]        Perf. Eval. of MB-Level Field/Frame Adaptivity
MV search range 32.  RDO on.
Ran 15 frames of 10 sequences with CAVLC and MV search range 32, ABT relative to picture-level AFF.  Note the shortened duration of the sequences used. 2.3% to 9.3%.  Two of the sequences (Hockey and Europe) were 1920x1080i30 (the rest were 720x480i30).  On the HD, the savings were 5.4 and 9.3%.

JVT-E123*    P2.2.1/3.1 [Sullivan]     Various Clean-Up Issues

Subject 6: MB-Level AFF skipping clarification

Requests clarification of MB-AFF with deblocking filter, in particular with macroblock skipping.
Also need clarification with respect to which macroblock controls the filtering across a macroblock edge.  And with what happens in MB-AFF for selection of what happens to motion vector and mode dependencies when a neighbor is reshuffled.
Remark: A member dislikes the restriction to use the same step size for both macroblocks of an MB pair.

Restriction removed later – notes elsewhere on that.
Intra prediction

JVT-E017* Report [Karczewicz] AHG Report: Intra Prediction Memory Analysis

Review of activity on the topic mentioning JVT-E040.

JVT-E040* P2.0/3.1 [Zhou] Simplified Intra Prediction: More Results

Common test set plus extra CIF sequences, and extra step sizes.  Most difference at high QP (as might be expected).
Case 1: drop reference to samples below and to right of current block

Average on test set 1.2% inside 2% outside test set.

Peak BDRate loss 3.1% inside common test set, 4% outside test set.  
Case 2: just drop reference to samples below.

Average 0.5%, 0.7% outside.  Peak 1.4% BDRate loss inside and outside test set.  (Appears to approximately cut the loss of quality in half, as might be expected.)
CAVLC off, RD on.
JVT-E111* P2.2.1/3.1 [Conklin] Reducing Sample Dependencies for Intra Prediction

Similar to JVT-E040 with additional simplification.  Of the 9 modes, three of them (3, 7, 8) access samples below or to the right of the current block.

In modes 3 and 7, dependence on upper left sample is removed.

In this, no more than 9 samples used for any prediction.
No higher-resolution material.

Remark: What is the effect on the frequency of selection of the affected modes?

CAVLC off, RD on.

Approx 20% reduction in worst-case computations.
Same sequences used for JVT-E040.

Dropping lower-left dependency:

High QP loss up to 0.9% BDRate inside or outside the test set.

Dropping lower-left and upper-right dependency:

High QP loss up to 2% BDRate inside or outside the test set.

Proposal is to drop the lower-left dependency.  Upper-right ones are available more often than the lower-left ones already.

Adopted. 
JVT-E142* Info. [Joch] Verif. Reduced Dependency Intra Pred (JVT-E111)

Verifies JVT-E111 for the common conditions.

JVT-E051* P2.2.1/3.1 [Kim+] Intra Prediction Enhancements
First aspect: Same as JVT-E040.

Second aspect: Switch horizontal and vertical mode order for most probable mode – put horizontal first.

Third aspect: When one of the blocks is not available, assign DC to that block and use min(A,B) of mode to select most probable.

Simplification of three exceptional cases to one case. Gain in boundary area.

0.1% for progressive, 0.5% for interlace average for the second and third aspects together.

Would be an exception to our policy if adopted, not adopted out of concern over stability, despite probable technical improvement.
Fourth aspect: Change order from (imode, nc, AC) to (imode, AC, nc) in 16x16 intra case.

High QP case 0.14%.  Probably technical improvement, but too small.

Interlace uses 16x16 case more.

JVT-E127* Info. [Tian+] Verif. Intra Pred. Enhancement
Verification of JVT-E050 and JVT-E051.  (also elsewhere)

Subject summary
No interlace tested in most contributions.
Why tinker with intra?  But perhaps simplify for the lower-left.  Yes, JVT-E111 adopted.
How does intra work for MB-AFF?  Clarify.

Perceptual effect?  None reported – proponents of E040 and E111 viewed some material and saw no effect.

JVT-E050* Prop. [Kim+] Complexity Reduction of Chroma Intra Plane Mode
See notes below for JVT-E127.
JVT-E127* Info. [Tian+] Verif. Intra Pred. Enhancement
Verification of JVT-E050 and JVT-E051.  (also elsewhere)

Complexity reduction of plane mode for chroma.  Note of tendency for chroma to have low variance.

331 add, 132 mul, 71 shift, 128 cmp ( 6 add, 3 cmp

Improvement of YUV PSNR, but small (chroma only).
Reduces design consistency relative to luma, and helps only chroma (1/3 of data).

Not adopted in favor of stability and consistency of current design.

JVT-E029* P2.2.B/3.1 [Sun] Modification to Intra Prediction Mode Coding

Rearrangement of existing syntax elements.

Group the use_most_probable_mode bits together, followed by indications of which modes to use when not using most probable.  Would not be adopted if JVT-E059 not adopted.  Not adopted for stability reasons.

JVT-E070* P2.2.1/3.1 [Fan, Gao, Lu] Flicking Reduction in All-Intra Frame Coding
Adding an additional intra prediction method.

Significant artifacts when playing all-intra sequences.  Provides measure of this artifact problem and shows  H.264/MPEG4-AVC has more of this than MPEG-4 Visual.  Basic function of proposal appears already supported by SI frame design in current spec.  Very little coding gain loss relative to current non-SI design.
B pictures

Weighted Prediction
JVT-E077* P2.2/3.1 [Kadono+] Implicit Weighted Bi-prediction using DC Offset
Subject 1: Is only one weight per reference picture allowed?  Rename syntax element for clarity.
Similar to E123.  See notes for E123.
Subject 2: Implicit mode has lower efficiency than explicit mode.  Improve by unifying implicit and explicit to send only the DC value.  No multiplication needed in this modified mode.
Not adopted.
JVT-E060* P2.2/3.1 [Boyce] Changes to Adaptive Reference Picture Weighting 
Uses temporal weighting of implicit weighting.
Report that someone tried this concept and got good results, and it closely resembles prior Real Networks proposal that was accepted back in VCEG but never followed through.

Should clarify that (½, ½) weight should be used if same picture for both MVs.

Software available.

Subject Decisions:

1) Adopted temporal weighted implicit mode subject to cross verification and encoding method software for implicit (also need implementation and test results for explicit).
2) Limit 1-D list length to 16.

3) Drop 2-D table.
JVT-E123* P2.2.1/3.1 [Sullivan] Various Clean-Up Issues

Subject 2: Weighted Prediction Changes

Further clarify that we can have more than one weight for the same picture.

Summary of JVT-E077 and JVT-E123 content on weighted prediction modification:
1. Multiple weights for the same picture – Yes.  Maximum list length: 16 as noted above.

2. Disallow zero-valued weights – No.

3. Long-term picture in implicit mode get ½ weight – Yes.

4. Custom Bi-pred weight table – Removed.

5. Change implicit mode by POC scaling – Yes.

6. Change implicit mode by DC offset – Not agreed.

SEI & VUI

JVT-E021*  Report [Hannuksela] AHG Report: SEI Finalization

Review of input contributions on subject.

JVT-E038*  P2.0/3.1 [Wenger] SEI Messages for Videoconferencing

1. Full-picture freeze & freeze release

2. Full-picture snapshot

3. Progressive refinement segment start and end

4. Copyright and caption text
Remark: Item 4 industry specific? Let an industry use T.35 registered user data instead?

Adopted items 1-3, not item 4.  Specific industries should use T.35 registered user data for additional industry-specific information (e.g., in some countries there is a 48-hour turn-around for free IDs).
Remove unregistered user data? No consensus to do that.
JVT-E055*  P2.0/3.1 [Lindbergh] A "Do Not Overscan" Bit

Proposal to add an ability to indicate that entire picture contains relevant content and thus the edges of the picture should be shown, not to let some of the region lie outside the visible screen (e.g., if the video is from a PC desktop rather than a conventional video camera).  Three states: 1) avoid overscan; 2) overscan is permissible, 3) unknown.
We should reserve a range of ID numbers to ourselves in pan-scan rect IDs.
Need to consider definition of persistence of the data.  Proposal is a "one-and-a half" bit sequence VUI, thus scope is sequence; unless overriden by some narrower-scope indicator.
Functionality is useful.  Adopted.

JVT-E109*  P2.2/3.1 [Linzer+] Specifying Overscan Parameters
Proposal to specify a rectange for overscan indication purposes.
Note that overscan as normally interpreted implies allowances for tolerances of displays.
Scope of this proposal is picture level.
We already have pan-scan rectangles.  Can fulfill this purpose.
JVT-E126*  P2.2.1/3.1 [Hannuksela+] Clarification of Sub-Sequence SEI

Sub-sequence SEI – uses, fast-forward & trick modes, decoder computational scalability, gateway or other post-decoder pruning.
Some bug fixes as well as editorial refinements.  "accurate_statistics_flag" indicating exact or approximate statistics. A few other sytax elements. Interaction clarification with MMCO and other aspects of design.
Adopted. Need to reconsider and editorially rephrase some of the informative material such as semantics of accurate statistics flag and concept of computational scalability (considering relationship to conformance).

JVT-E129<  P2.2.1/3.1 [Wang+] Motion-constrained Slice Group Indicator

SEI message to indicate that the motion vectors in the slice group reference only that slice group – can enable independent decoding of slice groups.

For further study.
JVT-E141* P2.2.1/3.1 [Tian+] On Spare Picture SEI
Adopted.
JVT-E123*  P2.2.1/3.1 [Sullivan] Various Clean-Up Issues

Subject 4: Sequence VUI Chroma Sample Locations

Defer to further study.
Other subjects

General Syntax Issues

JVT-E054* P2.0/3.1 [Lindbergh+] Start Code Lengths, Again

Analysis of the start code prefix (SCP) length. The analysis was performed on IPPP coding which shows that a very small gain is shown typically around 0.05% when using long SCP instead of short SCP for the specified experimental conditions.
Reason for the proposal is that the long SCP for N=2 produces 31 consecutive zero bits which enables distinction to H.261 and H.263. This method is typically used to distinguish between the standards H.261 and H.263.

Adopt.
JVT-E147-L* P2.0/3.1 [Lindbergh] Extensibility of Syntax

An extension syntax is proposed that allows the backwards compatible extension of the spec.Proposed to be inserted into pic and seq parameter set.Suggestion to do the same thing with an SEI message.Breakout: clarify whether it can be done using SEI and whether we need all that syntax for it.

Group liked the idea in concept.  Agreed to clarify reserved SEI messages and reserved NAL unit types for this purpose, but not to adopt additional syntax as proposed.
Motion Interpolation Enhancement

JVT-E053<    P2.2.1/3.1 [Song]         1/8-pel Resolution Adaptive Interpolation Filter

Motion Vector Prediction

JVT-E027*    P2.2.1/3.1 [Tourapis+] Ref Frame Select. for Skip & MV Pred with Scaling

Proposal:

1. If some of the motion vectors used in the median operation for MV prediction are for different reference pictures than the picture to be used for the current motion block, scale them according to POC distance.

2. Skip mode currently uses the first list 0 motion vector for reference, change that to use the minimum index position used as reference for spatial neighbors

Remark on item 2: Can rearrange the list to put the best one first.  Reply this reduces the need for that.

Editorial change "TD" ( "PCD"

JVT-E030* Info. [Winger] Verif. of Ref Frame Select. for Skip & MV Pred

JVT-E061* P2.2/3.1 [Yin+]         Unification of Motion Vector Prediction Methods
Combined (E027 and E061) Conclusion:  
Provides small gain but adds complexity of the MV scaling.  Too late in the design cycle to accept the change for the gains provided. Not adopted.
Deblocking Filter

JVT-E020* Report [Viscito+] AHG Report: Chroma & I'lace Loop Filt & Bound Str
JVT-E089* P2.2.1/3.1 [Gomila+] Simplified Chroma Deblocking Revisited
Refers to JVT-D037 and JVT-D049 of last meeting.  This is a harmonization of those two proposals.  Simplification of chroma filtering. Simplification of clipping threshold.  No need to access two samples and to compute two parameters.   Approx 20% computation reduction of the chroma part of deblocking.

Second part – reduce the support region of the chroma filter.  No need to access two samples.  Always use strong filter for chroma at intra MB edges.  Gain 50% of computations of strong chroma filtering.

Memory bandwidth savings depends on accepting both parts of the proposal. For worst case together saving about 50%.

PSNR neutral (a tiny gain).

Results verified.  This was study item from last meeting.

Perceptual (Foreman, Container, Tempete; QP(new) = 32 & 36): No significant discernable difference.

Adopted.
JVT-E123* P2.2.1/3.1 [Sullivan] Various Clean-Up Issues

Subject 3: Loop Filter Changes

First part of subject – clarification: Yes (may also be mentioned elsewhere in notes).
Second part of subject – extending purpose of disable deblocking flag: Modification suggested (make flag that follows first flag to distinguish between type 1 and 2).  
Adopted "code number 2", but not "code number 3".  Subject to plan for some limits on slice sizes.
Test Model

JVT-E011* Report [Kim] AHG Report: JM Reference Encoding
This document gave a brief overview of the past status of work in the test model area, as well as a quick summary of the new submissions at this meeting.  Some of the key points of this document are also in the notes in this section.
JVT-E023* Prop.(N-N) [Cheong+] Fast Motion Estimation for the JVT Codec
This is an informative contribution.  It indicates that significant speed improvement in the test design is possible, with very limited performance loss.   Suggestion that  the common test contion sequences may not be an adequate test of motion estimation perfomance; larger format seuqnces, higher action content, and larger search ranges are recommended for a more vigorous test of “fast” motion estimation techniques.  This contribution is an adaptation and enhancement of concepts previously submitted and accepted for the optimization model in MPEG-4.
This contribution is not intended for adoption in the test model at this time.
JVT-E031* Info. [Kerofsky] Verif. of Fast Motion Estimation

This document verifies the results of JVT-E023.
JVT-E045-L* P2.2.1/3.1 [Chen+] Fast Integer and Fractional Pel Motion Est.

This proposal provides an integer pel motion estimation based on a hexagonal pattern, and a fast sub-pel ME approach.  This proposal was significantly modified during the course of this meeting.  The subpel ME method provides about a 2:1 speedup in the subpel computation, with an average performance loss of less than 0.04 dB. The fast subpel ME approach can be combined with other integer-pel ME approaches.   Example objective results were reviewed of the full ME approach (fast integer and fast subpel ME), and are available in the accompanying spreadsheet (JVT-E045-L.xls).  An example reconstruction based on foreman.qcif was viewed via projector, which appeared to be the worst case; there was an estimated 0.3dB performance loss in this case, with a speedup of 2 for 1 ref. Frame, and about 5:1 when using 5 reference frames.  Other cases appear to be more favorable.  Suggestions to conduct more extensive tests using larger format sequences, larger search ranges, and higher action content.  Revision of the document, JVT-E045-Lr1 will be uploaded.  This method has been integrated into jm4.2. Software will be provided if the proposal is accepted.
In general, the test model activity has not yet developed a detailed methodology for testing the contributions fully in the test model development.  Chair suggests that further test model development first develop a detailed plan for testing and verification.  One suggestion is to borrow the test conditions for testing the "special position".

NO ACTION REQUIRED AT THIS TIME ON FAST MOTION ESTIMATION.

JVT-E106-L* Info. [Chen+] Verif. Fast Frac.-Pel Motion Estimation
Verification was by Philips (Yingwei Chen), based on jm2.0, which was a previous version of this submission.  

Current tests were using the common conditions. 

JVT-E024* Prop.(N-N) [Lim+] New Rate Control Algorithm

This document presents results of rate control applied in MPEG-4 visual.  It is claimed that the approach conforms to JVT’s HRD model already.  This scheme is applicable to VBR case and time-varying channels.  Results in MPEG-4 visual presented indicated that very precise average bitrates can be achieved.  This approach will be integrated into the jm software in the future, potentially at the next meeting.

JVT-E069* Prop.(N-N) [Ma, Gao, Lu] Improved Rate Control Algorithm

This document updates the proposed rate control method in JVT-D030, which was accepted in Klagenfurt, and the software implementation of this proposal available in jm3.9+alpha (this is jm3.9 plus test model features accepted in Klagenfurt, currently also called Ad Hoc Model (AHM) 1.0).  Test results show that application of this rate control scheme provide an average of 0.32 dB, and up to 1.13 dB gains (e.g., on Silent.qcif, 15 fps) in performance on the common conditions sequences, with RDO on.  We remark that there are cases where there is a performance loss as well (e.g., on container.qcif).  Chair of break-out group (Topiwala) suggests that in future, tests be conducted with RDO on or off, since real applications may choose not to use RDO.  Proponents claim that developing this scheme for the case when RDO is off is a relatively simple extension of the current scheme.  Rate control performance on test sequences was typically within 0.5 kbps, even for higher bitrate testing.

Suggest to consider frame-level considerations to maintain rate control at that level, not just macroblock-level control.  Possibly the total rate control error would increase if we wanted more rate control at the frame level.  Also suggest to measure the number of skip frames in the coding; proponents claim that no frames were skipped.  Suggest to check psnr frame-by-frame.

The Ad Hoc Group chair Mr. Kim has partly verified the results of this document, mainly to check for improvements with the results from the Klagenfurt proposal.   These verifications are not yet complete.
This proposal meets most of our criteria for consideration for acceptance (detailed document, available software, and at least partial verification). Chair recommends the following steps to adoption:

1. Implement in jm4.2 (or the next available reference sw).

2. Obtain cross-verification, not only of results, but the maturity of the SW integration (very important).  (a) verify the claimed performance, (b) verify decodability, (c) analyze SW maturity.  

3. If these criteria are met,  in principle, this proposal can be accepted on the reflector without waiting for the next meeting.  

4. The only reservation we have is overburdenning the Rapporteurs and the SW integrators.  We do NOT recommend insisting on integrating this technology ahead of other priorities they have.  

We do not want to risk destabilizing our software at this time for significant test model activity.  Schedule such activities only if other priorities considered.
JVT-E033* Info. [Kerofsky] Matrix IDCT

Shows how to implement current inverse transform using matrix method with 16-bit memory access and 32-bit internal registers.
Verification Testing

Plan to work more on this in December – plan looks good so far.  More input to be provided later.
JVT-E007     Report     [Baroncini+]   AHG Report: Coding Eff. Analysis & Testing

Note: Test condition selection date Oc, test seq's Dec, S/W March, Coding April, Tests June, Results July.

Test conditions: 

JVT-E074*    P2.0(N-N)  [Suzuki+]      Proposed HDTV Material for Verification Tests

Demonstrations & Quality Tests

JVT-E046* Info. [McMahon] MPEG-2 Bit Rates: Dist., Backhaul, and D-Cinema

This doc. gives industry accepted bit rates for applications from contribution to distribution and D-Cinema, using the MPEG-2 standard.  In general, the industry is more interested in improving quality rather than bitrate.  In particular, they may maintain bitrates when switching to JVT, but will expect higher quality.
JVT-E047-L* Info. [McMahon] Testing for High Quality Video Application

Docs. E047 presented some results of experiments conducted in coding high-quality video using JVT (jm4.0d).   Test results indicate that for high-quality, bitrates in the range of 50 Mb/s and higher may be needed to satisfy industry expectation.  This holds even for some challenging SD data (ex., “Preakness”, 480p, 60fps).  Chair recommends conducting comparisons with MPEG-2 for further analysis, both RD as well as subjective analysis.
Noted that for 1280x720p60 sequences tested here, results appear to show above 37 dB quality at 8 Mbps.

JVT-E136* Info. [In, Joch, +]  Demo of "FCD-Conformant" Baseline R-T Codec

A previous version of this demo has been presented at previous meetings.  In this demonstration, the capability of the baseline profile as in the current design is reported.
Complexity Analysis

JVT-E093*    Info.      [Wise+]        Model for Estimating Memory Bandwidth

(also noted above)

Historical Information

JVT-E066*    Info.      [Reader]       History of Video Compression - Ver. 4.0

Gives outline of history of innovations in the field of video coding.

Omnibus

JVT-E042-L*  P2.0       [List]         Some clarifications and fixes for the JVT codec
Subject 1: Upper bound for bits per macroblock and PCM

Resolved – addressed elsewhere in notes.

Subject 2: MB skip run syntax element
Subject 3: Temporal prediction of motion vectors in B slices
Resolved elsewhere
Subject 4: Sequence of syntax elements in CAVLC – not yet discussed
Withdrawn

JVT-E068*    NB Comment [USNB]         Prelim. Draft US NB Ballot Comments on AVC FCD

(decoded picture buffer comment discussed elsewhere)
All things indicated as agreed are subject to appropriate text changes being provided to editor by 10/21; beyond that there is editorial discretion allowed for consideration of adoption incorporation.
Subject 1: Remove tools from draft not used in any profile, e.g. 1/8-pel MC, intra in pred/bi-pred MB, bi-pred smaller than 8x8
Agreed to remove tools not in any profile. Such tools include 1/8 pel MC and intra sub-MB types.
Subject 2: Future SEI messages for backward compatibility
Agreed.  To clarify decoder order behavior to apply SEI messages with each scope. Also allow reserved NAL unit types for this purpose.
Subject 3: Fix number of stuffed bits for CABAC
Agreed.

Subject 4: Add closing parenthesis in 7.3.5 before dq_quant

Agreed.
Subject 5: Clarify indices i and j (hor vs ver) in mvd_lx[i][j]
Agreed.
Subject 6: Clarify indices i, j and k in mvd_lx[i][j][k]
Agreed.
Subject 7: Move subclause 8.2.1 into 7.4.1

Agreed.

Subject 8: Describe NAL vs VCL philosophy in 7.4.1

Agreed.

Subject 9: Replace “IDR slice type” by “IDR NAL unit type” in 7.4.1

Agreed.

Subject 10: Define limits for syntax elements in sequence parameter set, picture parameter set, and slice header

Agreed.

Subject 11: Clarify use of parameter sets

Agreed.
Subject 12: Explicitly disallow mixing of inter and intra 8x8 blocks within the same MB
Agreed.
Subject 13: “Imode numbers from 6 and upwards represent 16x16 intra coding” in 7.4.5 is not true (corrected in E022d7)
Agreed.

Subject 14: Remove motion vector clipping rule

Get someone to check the software.  Two possibilities to consider: 1) don't restrict the delta, but specify that the value used for prediction of subsequent MVs is the clipped value and be very very careful about exactly what we're saying, 2) remove the clipping.  Agree to remove the clipping rule.
Subject 15: Either eliminate the use of "mode numbers" in 8.5.3, or make them match the coded values.
Comment not understood.
Subject 16: Decoding process section should include high-level description including block diagram

Agreed in spirit.
Subject 17: Clarify meaning of conformance (numerically matching results)
Agreed in spirit.  Some minor rewording of the suggested text needs to be done to refine the meaning.
Subject 18: Fix POC mode 0 so that it does not require non-stored frames to be decoded to maintain the correct value of PicOrderCntOffset
POC design and description have been refined.  Please review output text JVT-E153 for the result.
Subject 19: Fix calculations in POC mode 1

POC design and description have been refined.  Please review output text JVT-E153 for the result.
Subject 20: Add support for signaling initial POC delta offsets for use until the cycle of repeated POC deltas is used. 

POC design and description have been refined.  Please review output text JVT-E153 for the result.
Subject 21: Clarify POC for interlace coding.

POC design and description have been refined.  Please review output text JVT-E153 for the result.
Subject 22: Clarify POC concept.

POC design and description have been refined.  Please review output text JVT-E153 for the result.
Subject 23: Clarify order of application of rules for median prediction

Agreed order will be first to last. Please review output text JVT-E153 for the result for MB-AFF.
Subject 24: Wrong section headers in 8.5.1.6 and 8.5.1.8 (fixed in E022d7)
Agreed.

Subject 25: Change range in eqs 8-46 and 8-47 (2x2 DC chroma block)

Agreed.
Subject 26: Wrong reference in 7.4.5.  Clarification of ac_flag
Agreed in spirit.
Subject 27: Wrong reference in 9.1.6

Agreed.

Subject 28: Clarify the number of decoded coefficients in 9.1.6.2 (e.g. for 4x4 DC)

Agreed.
Subject 29: Clarify spatial prediction direct mode in B-frames

Agreed in principle.
Subject 30: Review performance of ABT, including relationship with alternate scans

ABT has been removed and remaining design has been changed to enable alternate scan use.
Subject 31: Redefine baseline profile as common subset
Discussed elsewhere in notes.
Subject 32: Change minimum compression ratio

Agree to redefine in terms of maximum picture size supported by level.
Agree to change limit to 50% of max picture size * 3/2 bytes per picture.

Subject 33: Review maximum bit rate @L4

Bit rate has been increased.  See Annex A.
Subject 34: Either properly define or remove L5

Level 5 removed unless we do something else later tonight.
Subject 35: Clarify that bit rate and buffer size limits apply to the VCL. Define limits for NAL as well.
This will be clarified.
Subject 36: HRD information shall be mandatory in the byte stream format.  For VCL conformance, HRD information may be supplied “out of band.” Clean up “bitstream” and “byte stream” terminology.
Not considered within the scope of the H.264 / MPEG-4 AVC specification to make the information mandatory in the video bitstream.  Inclusion should be specified at the system level for systems that require this.
Agree to clarify "bitstream" and "byte stream" terminology.
Subject 37: HRD editorial (“each” ( “some”)

Agreed in principle.  Text may use slightly different words.

Subject 38: Clarify the semantics and operation of the post-decoder buffer (including re-ordering for presentation).
Post-decoder buffer operation has been specified.
Subject 39: Clarify buffer fullness curve C-4 (2 comments)

Agree to clarify.
Subject 40: Clarify Clock Timestamp SEI

Use of clock timestamp has been clarified and modified.
Subject 41: Add restriction to pan/scan semantics

Agreed.
Subject 42: Clarify broken_link

Agreed to clarify.
Subject 43: Placement of Reference Picture Buffer Management Repetition SEI

Agreed to clarify that this is the correct specification of decoding order.
Subject 44: Clarify scene information SEI (2 comments)

Agreed to clarify.
Subject 45: Reconsider SEI messages defined in D.3.13-D.3.15 (e.g. subsequence stuff)

Use of these messages and relationship to HRD has been clarified.  Sub-sequence ID number need not grow as described and can be re-used.  Removal of a sub-sequence will not invalidate HRD conformance of stream.  The feature has been demonstrated in group software and prior interim file format design.  Regarding support in file format, we expect contributions to the December WG11 meeting to show that good support is feasible.  Bounds have been specified.
Subject 46: Clarify subsequence characteristics SEI

Agreed to clarify.
Subject 47: Add information to signal film source

Capability to signal 3:2 operation, etc. has been added.
Subject 48: Replace “complies with” with “conforms to” (VUI data)

Agreed.
JVT-E135*    P2.0       [Joch+]        Comments on JVT-E022d7
1.
A limit on num_stored_frames_in_pic_order_cnt_cycle
Resolved elsewhere (Walker)
2.
Definition of “Picture Size” Fields (should be "Frame")

Agreed (must be even if fields or MB-AFF). Check/fix max_mb_address too if needed.

3.
Correction of the intra_chroma_pred_mode semantics (Table 7-15)
Editorial. Agreed.
4.
Correction of syntax, clarification of semantics for ref_idx coding with 2 references available
Agreed.
5.
Proposed text for Residual 4x4 block CAVLC semantics (7.4.5.3.1)

Agreed.

6.
Correction of the encoder process for re-mapping short-term pictures (8.3.6.4.2)
Resolved elsewhere
7.
Clarification of default index order for field-structure pictures (8.3.6.3.3)
Resolved elsewhere
8.
Clarification of the Skip mode (8.4.1.3)
Agreed.
9.
Clarification of chroma boundary strength (Bs) being derived from luma Bs (8.7.1)

Agreed.

10.
MV Decoding with Scaled MV (not with long-term pictures) (10.3.2)
Resolved elsewhere.
11.
Clarification of spatial technique of obtaining direct mode motion vectors (10.3.3.1)
Resolved elsewhere.
12.
Add description of the default scaling for bi-predictive blocks

Resolved elsewhere.
13.
Typos in first paragraph of 10.4

Agreed. Resolved.
14.
Unification of CABAC descriptions RESOLVED (No ABT)
Resolved.
15.
Increase Maximum Picture Size in Level 3.2 to support 1080x1920x24P

Withdrawn
16.
Need for >32-bit divides for temporal direct if we do not constrain TD’s to 24-bits or less

Resolved

17.
Flexibility in chroma fidelity compared to luma

Agreed – offset se(v) in range of +/- 12.  Clearly indicate clipping at extremes of 0 and 51. Note software problem in chroma dependency table.
18.
Clarification of QP used for chroma deblocking filter
Agreed.
JVT-E128*    P2.0/3.1   [Wang+]        FMO MB Allocation Map Type Order

Move the most rarely used mode to the end of the list.  Agreed.
JVT-E130*    P2.0/3.1   [Wang+]        Redundant Slices and NAL Decoding Order

Part 1: Redundant slices
Add redundant picture count in data partition B and C headers.  Adopt.

--------------------------------------------------------------------------------------

JVT-E163-L* [McMahon] Level 5 contribution JVT-E163

Advocates a level 5 with 32768 macroblocks in max picture size (e.g., 4096x2048) and 786,432 MBs/sec, 5 reference frames, 150 Mbps, 3 second buffer.

Adopt as level 5.  Same restrictions on bi-prediction, etc. as for level 4.

JVT-E160-L* [Yagasaki] Issue in Intra Prediction

Report of sequential-processing issue in intra prediction design.  Informational contribution.

Extensions

JVT-E048*    Info.      [McMahon]      10-bit and 12-bit Sample Depth

JVT-E101* P2.2 [Lim+] Adaptive Macroblock Scanning

JVT-E105* I2.0/3.2 [Feng] Verif. Adaptive Macroblock Scanning

Vacant Document Numbers

JVT-E039 ----- [---]

JVT-E057 ----- [---]

JVT-E084 ----- [---]

JVT-E119 ----- [---]
Closing and Summarizing Remarks
Implementations under way
In addition to previously-noted Reference software, HHI, UB Video, Videolocus, DT, Broadcom, Nokia, Motorola, it is also now reported that DemoGraFX (with extended bit precision) and BT have implementation efforts under way.
Note On Status of Text

Note that all work at this meeting on draft text, resulting in output document JVT-E146, has status only of "study of FCD text" in the WG11 parent body.
ITU-T "Consent" is recommended in 3 months at a meeting of ITU-T SG16 WP3. (The actual decision on this issue rests with the ITU-T VCEG / ITU-T SG16 WP3 parent bodies.)
JVT meeting dates and milestones are proposed as follows:

	Approx Date
	Auspices
	Location
	Project Milestone

	Dec. 5-13, 2002
	JTC1
	Awaji, Isl., JP
	JM6, FDIS

	Feb., 2003
	- editing only -
	-
	End of editing period, ITU-T Consent

	March, 2003
	ITU-T
	TBD
	

	May, 2003
	- ballot and AAP only -
	-
	ISO/IEC IS

	July, 2003
	JTC1
	Trondheim, NO
	Verification Test Completion

	Sept, 2003
	ITU-T
	TBD
	

	Dec., 2003
	JTC1
	Hawaii
	Reference Software & Conformance Standardization Completion


It is noted that final meeting dates for the next meeting and for any preparatory ad-hoc meetings if necessary within a few days of that next meeting in Awaji Island, Japan are to be announced with 30 days notice and approved by SG16 and WG11 management.
Remark on Importance of Bounding Each Syntax Element Range
Syntax elements without understood/specified bounds by the next meeting may, at the discretion of the group, either be removed from the standard or bounded by whoever is present.

Summary Adoption/Action List for This Meeting
All items are subject to appropriate text being provided to editor by 10/21; beyond that, editor's discretion is granted for consideration of adoption incorporation:

Starting Basis

· Starting basis, changes in JVT-E022d7 (editor's input) plus JVT-E090 (editorial on B pictures), JVT-E130 NAL decoding order clarification, JVT-E132 (editorial esp. on SEI for scene information and on FMO mode 3), JVT-E145 (editorial on AFF)

High-Level Syntax and System Relation

· Coded Picture Buffer (incl. delayed CAT-LB buffering, limits on NAL 20% higher than VCL), Decoded Picture Buffer (incl. single field occupies full frame store per JVT-E034), and Timing Indication (incl. merger of CPB, TR, and clock timestamp, repeat field indication, simplification of pic_structure) changes in JVT-E152 and JVT-E149 (sliding window size decreases by number of stored long-term frames and total size of reference frames capacity is fixed and spare capacity for reference frames can be used for non-reference frames)

· Elements of JVT-E123 (maximum pdb_cnt limit 32, CPB operation clarifications apply maximum macroblocks per second and 172 Hz limits to each picture's decoding time interval and clarify frames/fields in last bullet of C.1.1.3; high-level syntax refinements except regarding entropy_coding_mode; duplicate sample aspect ratio list entry merger, clarification of deblocking filter control edge association)

· State that encoder shall never specify to refer to a picture not present in the DPB

· High-level syntax refinements of JVT-E124 as in JVT-E157

· Indication of degree of re-ordering required in sequence in sequence parameter set VUI from JVT-E148 as in JVT-E158

· Indication of DPB capacity needed for decoding in sequence parameter set VUI

· Detection of picture boundary change if field parity changes from JVT-E125 as in JVT-E157, while disallowing consecutive IDR pictures (for which decoding order relations are also output order relations)

· Changes in JVT-E151 (parameter set NAL units to have immediate effect)

· Buffer output picture flush MMCO & flush indicator in IDR from JVT-E121 as in JVT-E149

· Adding redundant picture count to data partition B and C NAL units (from JVT-E130) as in JVT-E157

Byte Stream Format

· Lengthening start code prefixes and emulation prevention by one byte JVT-E054 as in JVT-E158 (can editorial rephrase to avoid mis-impression that 4-byte start code detection and processing is needed)

CABAC

· Changes from JVT-E059 and JVT-E086 with small modification as in JVT-E164

· Slice initialization JVT-E154 (subject to post-meeting verification in current software) as in JVT-E164

· Change to remove binarization of intra_8x8 and adjustment to the context model as in JVT-E164

· Adjustment for introduction of PCM mode as in JVT-E164

Deblocking Filter

· Chroma filtering simplification JVT-E089

· disable_deblocking_filter_idc code number 2 of JVT-E123 (subject to some limits on max number of slices in picture further study item)

Intra Prediction

· Removal of dependence on samples below to the left of current block JVT-E111 as in JVT-E156

Interlace Handling

· Changes correcting syntax and semantics as in JVT-E146

· Chroma MV adjustment in field prediction with Diff. Parity JVT-E088

· Alternate coefficient scan in field coded MBs for 4x4 transform operation from JVT-E107 as in JVT-E159

· Changes in JVT-E153 (adaptive frame/field changes)

· Changes in JVT-E162 (MB-AFF handling of deblocking and delta_qp and POC)

Bi-Predictive Slices

· JVT-C115/JVT-D040/JVT-E037 inference of 8x8 motion from 4x4 motion with syntax flag as in JVT-E156

· Changes to motion prediction and direct mode as in JVT-E165 (particularly including interaction with interlace tools)

Weighted Prediction

· Implicit mode uses (½, ½), weights when one or both of the pictures is a long term reference picture

· Allow multiple weights for same picture JVT-E123 with numerical limit to length-16 lists.

· Adopted temporal weighted implicit mode from JVT-E060 subject to cross verification and encoding method software for implicit (also need implementation and test results for explicit), noting that (½, ½) weight should be used if both references are to the same picture.

· Removal of 2-D custom bi-prediction weight table.

SEI & VUI

· Removal of pre-roll count in random access SEI message

· Full-picture freeze, release, and snapshot; and progressive refinement msgs. from JVT-E038

· Reserving a range of ID numbers to ITU-T | ISO/IEC in pan-scan rect IDs

· Adding indicator of appropriateness of overscan to sequence parameter set VUI from JVT-E055

· Clarification/refinement of sub-sequence SEI per JVT-E126

Backward-Compatible Extensibility

· Clarification of backward-compatible use of reserved SEI message for extensions for sequence and picture parameter sets, pictures, slices, and data partitions

· Specify that reserved NAL unit types shall be ignored by decoders

Feature Removal

· Intra sub-MB types

· 1/8-sample motion compensation

· Adaptive block transforms

· "Special position" in motion compensation interpolation as in JVT-E161

Restrictions

· Limit direct bi-pred MB to 8x8 and higher block size for levels 3.1 and above (tie to level indicator value and clearly indicate requirement to decode lower levels)
Note: may need to correct other notes on subject re tying to level number.

· Removal of restriction to 8x8 and higher block size for B picture any form of bi-pred MB for levels up to 3 (tie to level indicator value and clearly indicate requirement to decode lower levels)
Note: may need to correct other notes on subject re tying to level number
Note: need to clearly indicate that the bitstream could conform a lower level without conforming to a higher level, but the decoder shall decode bitstreams of all levels at or below its conformance level.

· Changes to maximum bit rates and buffer capacities (esp. levels 3 to 5) in JVT-E158

· No more than 16 motion vectors in a two consecutive macroblock sliding window in decoding order (applies across slice boundaries) – for levels 3.1 and higher.

· Removal of field pictures (all interlace-oriented decoding tools) in baseline profile

· Adopt limit 400 bytes on maximum bits per macroblock, and add PCM macroblock type, sending PCM sample with byte alignment, substituting 1-valued samples for 0-valued samples, adding the new mb_type value at the end of the intra mb_type table

· "Walker" limit values delegated to editorial team.

Multi-area contribution disposition

· USNB comment responses as noted above
· Joch JVT-E135 comment responses as noted and as in JVT-E166.

Areas Identified for Further Study
Further study areas:
· Maximum number of slices in picture

· Need for further restriction of memory bandwidth/access issues (e.g., 32 MV limit for level 3, shorter MC filters, spread-out limit on motion vector values)
· Changing requirements of level 3.1 to target 960x1080i30 and changing requirements of level 3.2 to target 1440x1080i30 or reducing them so that 3.1 would target 1280x720p24 and 3.2 would target 960x1080i30.

· SEI issues noted above

· Potential need for consideration of need for

· cross-profile interoperability

· removal of CAVLC from Main profile

Communication Practices

The general JVT reflector can be subscribed to by clicking on “join jvt-experts” at http://mail.imtc.org/cgi-bin/lyris.pl?enter=jvt-experts
Email for the reflector should be sent to jvt-experts@mail.imtc.org.

The subject line of each email message will automatically be prefixed with "[jvt-experts]".  Project identification and unsubscribe information will be attached to the bottom of each reflected message.

Our ftp site for JVT use is ftp://ftp.imtc-files.org/jvt-experts/.

Our prior site containing the files of the first and second JVT meetings was the VCEG site at http://standard.pictel.com/ftp/video-site.

We heartily thank the International Multimedia Telecommunications Consortium for their great generosity in hosting both our email reflector and our ftp site.

Many good technical discussions have been taking place on the JVT reflector and the reflectors of the various JVT ad hoc groups.

Below is the current list of interim JVT ad hoc groups established at the Geneva meeting that report to the Awaji Island meeting, their chair contact information, and ad hoc reflector lists.

To AHG Chairs:

1) Please check this to make sure it contains correct and complete information for your ad hoc group.  (Particularly if the Discussion entry says "contact the chairs/general...")

2) Please always include the three rapporteurs on any ad hoc group discussions.

3) When feasible, put an identifying tag in the subject line for discussions of a particular ad hoc group.  E.g., "[jvt-car]"

We need to make sure that our process is open for participation by all interested parties.  We also hope that anyone working in an area covered by a designated ad hoc group will try to coordinate their work with the activities taking place in that group to the maximal possible extent.  Care should especially be taken in areas that affect multiple ad hoc groups.

AHGs established
Project Management
Chairs: Gary Sullivan (Microsoft – garysull@microsoft.com), Ajay Luthra (Motorola – aluthra@motorola.com), and Thomas Wiegand (Heinrich-Hertz Institute – wiegand@hhi.de)
Meeting: A meeting of this Ad Hoc Group is authorized during 5-8 December at/near the Awaji Island meeting site (if the JVT meeting starts after that time).

Discussions: Main JVT email reflector

Charter: To further the work on the JVT project as a whole, including project planning, work coordination, and status review.

Text Editing and Reference S/W
Chairs: Thomas Wiegand (wiegand@hhi.de), Karsten Suehring (suehring@hhi.de), and Aharon Gill (aharon@zoran.co.il).
Meeting: 
1) A meeting of this Ad Hoc Group is authorized during 18-22 October 2002 at ITU-T headquarters facilities for preparation of output text from this meeting.

2) A meeting of this Ad Hoc Group is authorized during 5-8 December 2002 at/near the Awaji Island meeting site (if the JVT meeting starts after that time).

Discussions: Main JVT email reflector

Charter: To further the work on the draft text and software implementation of the joint design, including incorporation of modifications as approved by the group, production of the draft text, collection of comments on the text and software, preparations to facilitate necessary future text modification work, and provision of improved software for group use in future experiments and for eventual approval as standardized reference software.

Bitstream exchange

Chairs: Anthony Joch (UB Video – anthony@ubvideo.com)
Meeting: None.

Discussions: Main JVT email reflector
Charter: To establish methods and begin the exchange of H.264/AVC NAL unit streams for interoperability testing and development of conformance tests.
Coding Eff Analysis & Testing
Chairs: Vittorio Baroncini (FUB – vittorio@fub.it), Xuemin Chen (Broadcom - schen@broadcom.com), and T.K. Tan (NTT DoCoMo - tktan@spg.yrp.nttdocomo.co.jp)

Meeting: A meeting of the this Ad Hoc Group is expected during the afternoon of 8 December at/near the Awaji Island meeting site (if the JVT meeting starts after that time).
Discussions: On avc_ce@ient.rwth-aachen.de email reflector.

Subscription: Contact the chairs
Charter:

To evaluate the coding efficiency of the H.264/AVC design.

To formulate the testing conditions and schedule for future verification testing.

To identify and secure latest available software for performing the test.

Study of memory bandwidth/access issues

Chairs: Pierre Marty (ST Micro - pierre.marty@st.com)

Meeting: None:

Discussions: Main JVT email reflector

Charter: To study the memory bandwidth and memory access issues surrounding the current H.264/AVC design.  To consider the need for further restriction of memory bandwidth/access in the design in order to enable practical implementation (e.g., 32 MV limit for level 3, shorter MC filters, or spread-out limit on motion vector values).

Reference Example Encoding Methods
Chairs: Chul-Woo Kim (McubeWorks - charlie@mcubeworks.com)
Meeting: None.

Discussions: Main JVT email reflector

Charter: To further the work on description of example reference encoding methods for the H.264/AVC design as described in the joint reference model toward eventual adoption as non-normative standard text, including the drafting work toward production of a new draft joint model reflecting the outcome of the Geneva meeting.

Closing of Meeting

The ITU-T was thanked for its excellent facilities for the meeting.

Expressions of appreciation were made regarding the contribution of new video test sequence material.

The EBU was thanked for providing use of a D-5 VTR and monitor at the meeting site.

The meeting was closed late at night Thursday 17 October 2002.
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