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{What follows are the snippets of Subclauses of the Recommendation | International Standard that pertain to the HRD.}
7.3.2.2
Parameter Set RBSP Syntax

{There is syntax related to both Profile and Level indications and HRD syntax.  Miska’s previous proposal has been accepted.}

 {This HRD-related syntax is to be inserted between time_scale and num_slice_groups.}

{Reintroduce the low-delay flag – it is needed.  Review how it recovers its state.  MPEG-2 seems different.}
	
/* HRD Syntax in Parameter Set */
	
	

	
nal_hrd_flag
	0
	u(1)

	
if(nal_hrd_flag = = 1)
	
	

	

hrd_parameters()
	
	

	
vcl_hrd_flag
	0
	u(1)

	
if(vcl_hrd_flag = = 1)
	
	

	

hrd_parameters()
	
	

	
if((nal_hrd_flag = = 1) || (vcl_hrd_flag = = 1)) {
	
	

	

low_delay_hrd
	0
	u(1)

	

removal_time_tolerance
	0
	ue(v)

	
}
	
	


{The following syntax is new to the Parameter Set.  Note that post-decoder buffer syntax is not present.}

	hrd_parameters() {
	
	

	
/* Pre-decoder Buffer Parameters */
	
	

	
pdb_count
	0
	ue(v)

	
bit_rate_scale
	0
	u(4)

	
pre_dec_buffer_size_scale
	0
	u(4)

	
for (k = 1; k<= pdb_count; k++) {
	
	

	

bit_rate_value[ k ]
	0
	ue(v)

	

pre_dec_buffer_size_value[ k ]
	0
	ue(v)

	

vbr_cbr_flag[ k ]
	0
	u(1)

	
}
	
	

	}
	
	


7.3.2.9
Slice Padding RBSP

	slice_padding_rbsp( ) {
	Category
	Descriptor

	
padding_byte
	3
	u(8)

	
while (padding_byte == 0xFF)
	
	

	

padding_byte
	3
	u(8)

	}
	
	



	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


{The next subclause heading is shown here simply because the above additional subclause forces it to be renumbered}

7.3.2.10
RBSP trailing bits syntax

8.1 NAL Unit Semantics

…

{A Slice Padding NAL Unit Type is required to enable CBR operation of the VCL Layer.}

Table 8-1 – NAL Unit Type (NUT) Codes

	Code
	NAL Unit Type (nal_unit_type)
	Category

(parenthesis indicates dependence on picture_header_flag)
	Priority of nal_unit_type 
	coding_type

	0xZZ
	Slice Padding
	3
	3
	na


8.2.3
Parameter Set RBSP Semantics

{These descriptions would be added in the appropriate places to the text in Subclause 8.2.3.}

nal_hrd_flag: If nal_hrd_flag = = ‘1’, the multiplexed NAL and VCL stream complies with a hypothetical reference decoder (HRD) as specified in Annex D.  In this case, the HRD parameters follow the nal_hrd_flag in the Parameter Set syntax.  If nal_hrd_flag = = ‘0’, the multiplexed NAL and VCL stream is not guaranteed to comply with an HRD.

vcl_hrd_flag: If vcl_hrd_flag = = ‘1’, the VCL bitstream complies with a hypothetical reference decoder (HRD) as specified in Annex D.  In this case, the HRD parameters follow the vcl_hrd_flag in the Parameter Set syntax.  If vcl_hrd_flag = = ‘0’, the VCL bitstream is not guaranteed to comply with an HRD.

pdb_count: This syntax element indicates the number of pre-decoder buffers (PBDs) in the HRD.  A value of pdb_count equal to '0' is not allowed.

bit_rate_scale: Together with bit_rate_value[ k ], this syntax element defines the maximum input bit rate of the k-th PDB in an HRD.
bit_rate_value[ k ]: Together with bit_rate_scale, this syntax element defines the maximum input bit rate of the k-th PDB in an HRD.  The actual bit rate in bits per second is given by:
bit_rate[ k ] = bit_rate_value[ k ] * 2(6 + bit_rate_scale).
(8-1)

pre_dec_buffer_size_value is used together with pre_dec_buffer_size_scale[ k ] to define the maximum input bit rate of the k-th PDB in an HRD.  
pre_dec_buffer_size_scale[ k ] is used together with pre_dec_buffer_size_value to define the pre-decoder buffer size of the k-th PDB in an HRD.  The actual buffer size in bits is given by
pre_dec_buffer_size[ k ] = pre_dec_buffer_size_value[ k ] * 2(4 + pre_dec_buffer_size_scale).
(8-2)

vbr_cbr_flag: If equal to ‘0’, this syntax element indicates that the pre-decoder buffer operates in variable bit rate (VBR) mode.  If equal to ‘1’, it indicates constant bit rate (CBR) operation.

low_delay_hrd: If low_delay_hrd is equal to ‘0’, the HRD operates in delay-tolerant mode.  If low_delay_hrd is equal to ‘1’, the HRD operates in low-delay mode.   In low-delay mode, only one HRD buffer may be selected and big pictures which violate the HRD removal time rules at the pre-decoder buffer are permitted.  It is expected that such big pictures occur only occasionally, but not mandatory.
removal_time_tolerance: This syntax element indicates the number of clock ticks (see Annex D) of deviation allowed between the pre-decoder buffer removal times (see Subclauses C.2.5 and C.3.5) and the accumulated Buffering Period capture time (see Subclauses C.2.4 and C.3.4).  It is encoded as a universal VLC, with all values allowed.  A value of ‘0’ implies that, at each measurement point (i.e. each picture preceding a Buffering Period SEI message), the removal time must exactly match the capture time.

C.2
SEI payload syntax

{Several new SEI messages have been added for the HRD and related issues.}
	sei_payload(PayloadType, PayloadSize) {
	Category
	Descriptor

	if(PayloadType = = 1)
	
	

	temporal_reference(PayloadSize)
	7
	

	else if(PayloadType = = 2)
	
	

	clock_timestamp(PayloadSize)
	7
	

	else if(PayloadType = = 3)
	
	

	panscan_rect(PayloadSize)
	7
	

	else if(PayloadType = = 4)
	
	

	buffering_period(PayloadSize)
	7
	

	else if(PayloadType = = 5)
	
	

	hrd_picture(PayloadSize)
	7
	

	else if(PayloadType = = 6)
	
	

	padding_payload(PayloadSize)
	7
	

	else
	
	

	reserved
	reserved
	variable

	if(!byte_aligned()) {
	
	

	bit_equal_to_one
	
	f(1)

	while(!byte_aligned())
	
	

	bit_equal_to_zero
	
	f(1)

	}
	
	

	}
	
	


C.2.4
Buffering Period SEI Message Syntax

{This is a new SEI message, so needs new syntax and semantics Subclauses in Annex C.}
	buffering_period (PayloadSize) {
	Category
	Mnemonic

	
parameter_set_id(independent_GOP_parameter_set)
	
	ue(v)

	
if(nal_hrd_flag = = 1) {
	
	

	

for (k  = 0; k <= pdb_count; k++)
	
	

	


initial_pre_dec_removal_delay[ k ]
	7
	u(16)

	
}
	
	

	
if(vcl_hrd_flag = = 1) {
	
	

	

for (k  = 0; k <= pdb_count; k++)
	
	

	


initial_pre_dec_removal_delay[ k ]
	7
	u(16)

	
}
	
	

	
prev_buf_period_duration
	7
	ue(v)

	}
	
	


C.2.5
HRD Picture SEI Message Syntax

	hrd_picture(PayloadSize)
	Category
	Descriptor

	
pre_dec_removal_delay
	7
	ue(v)


C.2.6
Padding SEI Message Syntax

	padding_payload(PayloadSize) {
	Category
	Descriptor

	
for (k=0; k<PayloadSize; k++)
	
	

	

padding_byte 
	7
	f(8) = 0xFF

	}
	
	


C.3.4
Buffering Period SEI Message Semantics

A Buffering Period is defined as the set of pictures between two instances of the Buffering Period SEI message.  The parameter set ID indicates the parameter set that contains the sequence level HRD attributes.  

initial_pre_dec_removal_delay: This syntax element represents the delay between the time of arrival in the pre-decoder buffer of the first bit of the coded data associated with the first picture following the Buffering Period SEI message (including all NAL data in the case that the HRD pertains to the NAL) and the time of removal of the coded data associated with the picture from the pre-decoder buffer.  It is in units of a 90 kHz clock.  The initial_pre_dec_removal_delay syntax element is used in conjunction with the pre-decoder buffers as specified in Annex D.   A value of zero is forbidden.

prev_buf_period_duration: This syntax element represents the duration of the subset of the video sequence contained in the previous Buffering Period.  The interpretation of the syntax element is as a number of clock ticks (see Annex D).  The prev_buf_period_duration syntax element is used in conjunction with the pre-decoder buffers as specified in Annex D.   A value of zero is forbidden.

C.3.5
HRD Picture SEI Message Semantics

pre_dec_removal_delay: This syntax element indicates how many clock ticks (see Annex D) to wait after removal from the HRD pre-decoder buffer of the previous picture before removing from the buffer the picture data immediately following the SEI message which contains the element.  This value is also used to calculate an earliest possible time of arrival of picture data into the pre-decoder buffer, as defined in Annex D.

C.3.6
Byte Stuffing SEI Message Semantics

This message contains a series of PayloadSize bytes of value 0xFF, which can be discarded.

Annex D
Hypothetical Reference Decoder

(This annex forms an integral part of this Recommendation | International Standard)

D.1
Normative Hypothetical Reference Decoder and Buffering Verifiers

The Hypothetical Reference Decoder (HRD) represents a set of normative requirements on coded bitstreams or packet streams.  These constraints must be enforced by an encoder, and can be assumed by a decoder or multiplexor to be true.  It is possible to verify the compliance of a bitstream or packet stream to the requirements of this Subclause by examining the bitstream or packet stream only.

This subclause defines the normative requirements of the HRD.  Subclause D.2 provides additional information that is important for a full understanding of the HRD operation.

Two types of streams may be subject to the HRD requirements of this Recommendation | International Standard; a stream of VCL NAL Units and a bitstream.  Figure D-1 shows how these are constructed from the RBSP.  In other words, a given set of HRD parameters may pertain to the VCL data only or to the multiplexed combination of VCL and NAL.  This is signalled through Parameter Set syntax (Subclause 7.3.2.2).
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Figure D-1 – Structure of H.264 | MPEG-4 Part 10 Bitstreams and Packet Streams and HRD Conformance Points

The HRD can contain any combination of the following Buffering Verifiers, as shown in Figure D-2:

· One or more pre-decoder buffers, each of which is either variable bit rate (VBR) or constant bit rate (CBR)

· At most one reference and post-decoder buffer attached to the output of one of the pre-decoder buffers
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Figure D-2 – HRD Buffer Verifiers

The multiple Buffering Verifiers exist because a bit stream or packet stream may conform to multiple pre-decoder buffers, as detailed in Subclause D.2.2.

All the arithmetic in this annex is done with real values, so that no rounding errors can propagate. For example, the number of bits in a pre-decoder buffer just prior to or after removal of a transmitted picture is not necessarily an integer.  Furthermore, while compliance is guaranteed under the assumption that all frame-rates and clocks used to generate the bitstream match exactly the values signalled in the bitstream, each of these may vary from the signalled or defined value.  

This Hypothetical Reference Decoder uses two time bases.  One time base is a 90 kHz clock, and is only in operation for a short time after the reception of a Buffering Period SEI message.  The second time base uses the num_units_in_tick and time_scale syntax in the Parameter Set to derive the time interval between picture removals from the buffers (and in some cases between picture arrivals to the pre-decoder buffer).

In the following description, let tc = num_units_in_tick  time_scale be the clock tick associated with the second clock.  The clock tick is a time interval no larger than the shortest possible inter-picture capture interval in seconds.  Also let be[t] and te[b] be the bit equivalent of a time t and the time equivalent of a number of bits b, with the conversion factor being the buffer arrival bit rate.

The following statements are normative requirements on the composition of a compliant bitstream.  If multiple Parameter Sets pertain to the bit stream or packet stream, they must contain consistent HRD information.  In the case that any HRD buffers are signalled in the Parameter Set(s), then the following rules dictate the insertion of SEI messages in the bit stream or packet stream.

1. At each decoder refresh point (IDR, ODR or GDR), a Buffering Period SEI message shall follow the last NAL Unit of the last picture before a decoder refresh and precede the first NAL Unit of the first picture after the decoder refresh.  Note that in the case of an IDR, this SEI message will precede the indication of the decoder refresh point.

2. An HRD Picture SEI message must follow the last NAL Unit of each picture and precede the first NAL Unit of the next picture.  Each of these SEI messages pertains to the picture that follows it.

D.1.1
Operation of VCL Video Buffering Verifier (VBV) Pre-decoder Buffer

This specification applies independently to each pre-decoder buffer indicated in the Parameter Set.  

In the case that the HRD pertains to VCL data, the coded data associated with picture n includes all VCL data for that picture.  If the HRD pertains to the NAL+VCL data, the coded data associated with picture n includes all VCL data for that picture plus all NAL data (including the SEI messages relating to the HRD) after the end of picture n-1 and before the end of picture n.

For bitstreams or packet streams that conform to an HRD, a Buffering Period SEI message must be received prior to receiving the first picture.  In addition, an HRD Picture SEI Message must precede each picture.

D.1.1.1
Timing of Bitstream or Packet Stream Arrival

The buffer is initially empty.  The first bit of the first transmitted picture begins to enter the buffer at initial arrival time tai(0)=0 at the bit-rate bit_rate[k] associated with the pre-decoder buffer (see Subclause 8.2.3).  The last bit of the first transmitted picture finishes arriving at final arrival time
taf(0) = b(0)  bit_rate[k],

(D-1)

where b(n) is the size in bits of the n-th transmitted picture.  The final arrival time for each picture is always the sum of the initial arrival time and the time required for the bits associated with that picture to enter the pre-decoder buffer:

taf(n) = tai(n) +  b(n)  bit_rate[k].

(D-2)

For each subsequent picture, the initial arrival time of picture n is the later of taf(n-1) and the sum of all preceding pre_dec_removal_delay times, as indicated in equation D-3.

tai(n)= max{  taf(n-1), tc × 
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See Subclauses C.2.5 and C.3.5 for the syntax and semantics of the pre_dec_removal_delay times.  When the encoder is producing a bit rate lower than the bit rate associated with a pre-decoder buffer, this rule may delay the entry of some pictures into the pre-decoder buffer, producing periods during which no data enters.

D.1.1.2
Timing of Coded Picture Removal

For the first picture and all pictures that are the first complete picture after receiving a Buffering Period SEI Message, the coded data associated with the picture is removed from the pre-decoder buffer at a removal time equal to the following:

tr(0) = initial_pre_dec_removal_delay  90000
(D-4)

where initial_pre_dec_removal_delay is the pre-decoder removal delay in the Buffering Period SEI Message.  

After the first picture is removed, the buffer is examined at subsequent points of time, each of which is delayed from the previous one by an integer multiple of the clock tick tc.

The removal time tr(n) of coded data for picture n is delayed with respect to that of picture n-1; the delay is equal to the time indicated in the pre_dec_removal_delay syntax element present in the HRD Picture SEI message.

tr(n) = tr(n-1) + tc × pre_dec_removal_delay(n)
(D-5)

At this time, the coded data for the next transmitted picture is removed from the pre-decoder buffer.  

In the case that the amount of coded data for picture n, b(n), is so large that it prevents removal at the computed removal time, the coded data is removed at the delayed removal time, tr,ld(n, m*), given by


tr,d(n,m*) = tr(0) + tc × m*, 

(D-6)

where m* is such that tr,d(n, m*-1) < taf(n) ≤ tr,ld(n, m*).  This is an aspect of low-delay operation (see Subclause D.2.1.2).  This delayed removal time is the next time instant after the final arrival time taf(n) which is delayed with respect to tr(0) by an integer multiple of tc.

D.1.1.3
Compliance Constraints on Coded Bitstreams or Packet Streams

A transmitted or stored stream of coded data compliant with this Recommendation | International Standard fulfils the following requirements.

· Removal time consistency.  For each picture, the removal times tr(n) computed using different buffering periods as starting points for compliance verification shall be consistent to within the accuracy of the two clocks used (90 kHz clock used for initial removal time and tc clock used for subsequent removal time calculations).  This can be ensured at the encoder by computing the pre-decoder removal delay (initial_pre_dec_removal_delay) for a Buffering Period SEI Message from the arrival and removal times computed using Equations D-3 and D-5.  Any small deviations between the values computed in the different ways shall not cause violation of any of the following constraints.  

· Underflow and Overflow Prevention.  The buffer must never overflow or underflow.  Note: In terms of the arrival and removal schedules, this means that, with the exception of some pictures in low-delay mode that are described below, all bits from a picture must be in the pre-decoder buffer at the picture's computed removal time tr(n).  In other words, its final arrival time must be no later than its removal time: taf(n) ≤ tr(n).  Further, the removal time tr(n) must be no later than the time-equivalent of the buffer size te[pre_dec_buffer_size[k]].  Note that this prevents overflow.

· Big Picture Removal Time, Overflow Prevention and Resynchronisation of Underflow Prevention.  If the final arrival time taf(n) of picture n exceeds its computed removal time tr(n), its size must be such that it can be removed from the buffer without overflow at tr,d(n,m*) as defined above.  

· Constant Bit Rate Constraint.  If vbr_cbr_flag[k] = = 1, data shall arrive continuously at the input to the pre-decoder buffer.  This is equivalent to ensuring that taf(n-1) ≥  tc × 
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· Time Duration Constraint.  For each picture immediately preceding a Buffering Period SEI message, the sum of pre-decoder removal delays from the start of the sequence up to that point of time shall be no further from the accumulated sequence duration as represented by the sum of prev_buf_period_duration than the removal_time_tolerance in the relevant Parameter Set.

If the picture immediately preceding the Buffering Period SEI message is the n-th picture in transmitted order, and the Buffering Period SEI message is the k-th such message, then this constraint amounts to the following:
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· Maximum Decoder Frame Rate.  The interval between consecutive removal times shall not be lower than the minimum picture interval, defined as the inverse of the maximum picture rate (See A.5.1). 

D.1.2
Operation of the Post-Decoder Buffer Verifier

{Editor’s Note: This Subclause must be revised. Subject to review by the ad hoc team.}

D.1.2.1
Arrival Timing

A reconstructed picture is added to the post-decoder buffer at the same time when the corresponding coded picture is removed from the pre-decoder buffer.

D.1.2.2
Removal Timing

Data is not removed from the post-decoder buffer during a period called the initial post-decoder buffering period. The period starts when the first picture is added to the post-decoder buffer.

When the initial post-decoder buffering period has expired, the playback timer is started from the earliest display time of the pictures residing in the post-decoder buffer at that time.

A picture is virtually displayed when the playback timer reaches the scheduled presentation time of the picture.

A picture memory is marked unused in the post-decoder buffer when it is virtually displayed and when it is no longer needed as a reference picture.

D.1.2.3
Compliance Constraints

The occupancy of the post-decoder buffer shall not exceed the default or signalled buffer size.

Each picture shall be available in the post-decoder buffer before or on its presentation time.

D.2
Informative Description of the HRD

Subclause D.1 contains the normative requirements imposed by a set of Buffering Verifiers.  This Subclause provides explanatory text describing in more detail the operation and capabilities of these buffers.

An HRD represents a means to communicate how the bit rate is controlled in the process of compression.  The HRD contains a pre-decoder buffer (or VBV Buffer) through which compressed data flows with a precisely specified arrival and removal timing, as shown in Figure D-3.  An HRD may be designed for variable or constant bit rate operation, and for low-delay or delay-tolerant behavior.  The HRD described in this document handles all cases.
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Figure D-3 - A Hypothetical Reference Decoder

Compressed data representing a sequence of coded pictures flows into the pre-decoder buffer according to a specified arrival schedule.  All compressed bits associated with a given coded picture are removed from the pre-decoder buffer by the instantaneous decoder at the specified removal time of the picture.  

The pre-decoder buffer overflows if the buffer becomes full and more bits are arriving.  The buffer underflows if the removal time for a picture occurs before all compressed bits representing the picture have arrived.

HRDs differ in the means to specify the arrival schedule and removal times, and the rules regarding overflow and underflow of the buffer.

D.2.1
Causal Arrival Time Leaky Bucket (CAT-LB) Model

The hypothetical reference decoder (HRD) is a mathematical model of a decoder and its input buffer.  The k-th pre-decoder buffer of the HRD is characterized by the pre-decoder peak rate bit_rate[k] (in bits per second), the buffer size pre_dec_buffer_size[k] (in bits), the sequence initial pre-decoder buffer removal delay (in seconds), as well as picture removal delays for each picture.  The first three of these parameters represent levels of resources (transmission capacity, buffer capacity, and delay) used to decode a bitstream.  

The term "leaky bucket" arises from the analogy of the encoder as a system that "dumps" water in discrete chunks into a bucket that has a hole in it.  The departure of bits from the encoder buffer corresponds to water leaking out of the bucket.  Here, the decoder buffer is described, which has an inverse behaviour where bits flow in at a constant rate, and are removed in chunks.

The leaky bucket described here is called a causal arrival time leaky bucket because the arrival times of all pictures after the first are constrained to arrive at the buffer input no earlier than the difference in hypothetical encoder processing times between that picture and the first picture.  In other words, if a picture is encoded exactly seven seconds after the first picture was encoded, then its bits are guaranteed not to start arriving in the buffer prior to seven seconds after the bits of the first picture started arriving.  It is possible to know this encoding time difference because it is sent in the bitstream as the picture removal delay.

D.2.1.1
Operation of the CAT-LB HRD

The HRD input buffer has capacity pre_dec_buffer_size[k] bits.  Initially, the buffer begins empty.  The lifetime in the buffer of the coded bits associated with picture n is characterized by the arrival interval {tai(n), taf(n)} and the removal time tr(n).  The end-points of the arrival interval are known as the initial arrival time and the final arrival time.  

At time tai(0) = 0, the buffer begins to receive bits at the rate bit_rate[k].  The removal time tr(0) for the first picture is computed from the pre-decoder removal delay initial_pre_dec_removal_delay (see Buffering Period SEI Message) associated with the buffer by the following:

tr(0) = 90,000 × initial_pre_dec_removal_delay.
(D-8)

Removal times tr(1), tr(2), tr(3), …, for subsequent pictures (in transmitted order) are computed with respect to tr(0), as follows.  Let the clock tick tc be defined by 

tc = num_units_in_tick  time_scale

(D-9)

For instance, if time_scale = 60,000 and num_units_in_tick = 1,001, then

tc = 1,001  60,000 = 16.68333… milliseconds.
(D-10)

In the HRD Picture SEI Message for each picture, there is a pre_dec_removal_delay syntax element.  This indicates the number of clock ticks to delay the removal of picture n after removing picture n-1.  Thus, the removal time is simply

tr(n) = tr(n-1) + tc × pre_dec_removal_delay(n)
(D-11)

Note that this recursion can be used to show that

tr(n) = tr(0) + tc ×
[image: image8.wmf]å
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(D-12)

The calculation of arrival times is more complex, because of the causality constraint.  The initial arrival time of picture n is equal to the final arrival time of picture n-1, unless that time precedes the earliest arrival time, computed by

tai,earliest(n) = tc ×
[image: image9.wmf]å
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(D-13)

Let b(n) be the number of bits associated with picture n.  The duration of the picture arrival interval is always the time-equivalent of the picture size in bits, at the rate bit_rate[k].

taf(n) - tai(n) ≡ te[b(n)] = b(n)  bit_rate[k]

(D-14)

Figure D-4 demonstrates a segment of the pre-decoder buffer fullness plot for a CAT-LB with the parameters given in Table D-1 and picture sizes given by the first column of Table D-2.  Note that Table D-2 lists for each picture the values for many times of interest in the buffering process.  In addition to quantities defined above, the second column of Table D-2 contains te, which represents a hypothetical encoding time equal to the earliest possible initial arrival time of the picture.

Table D-1 - Attributes of an example CAT-LB HRD

	Attribute
	Value
	Units

	time_scale
	1
	units per second

	num_units_in_tick
	1
	units per tick

	bit_rate
	1000
	bits per second

	pre_dec_buffer_size
	10
	bits

	initial_delay
	10
	seconds


Table D-2 - Picture sizes, and encoding, arrival and removal times for the example CAT-LB HRD

	b
	te
	tai
	taf
	tai-te
	tr
	tr - tai
	tr - te

	5,000
	0
	0
	5
	0
	10
	10
	10

	1,000
	1
	5
	6
	4
	11
	6
	10

	1,000
	2
	6
	7
	4
	12
	6
	10

	1,000
	3
	7
	8
	4
	13
	6
	10

	1,000
	4
	8
	9
	4
	14
	6
	10

	1,000
	5
	9
	10
	4
	15
	6
	10

	500
	6
	10
	10.5
	4
	16
	6
	10

	500
	7
	10.5
	11
	3.5
	17
	6.5
	10

	500
	8
	11
	11.5
	3
	18
	7
	10

	500
	9
	11.5
	12
	2.5
	19
	7.5
	10

	500
	10
	12
	12.5
	2
	20
	8
	10

	500
	11
	12.5
	13
	1.5
	21
	8.5
	10

	500
	12
	13
	13.5
	1
	22
	9
	10

	500
	13
	13.5
	14
	0.5
	23
	9.5
	10

	500
	14
	14
	14.5
	0
	24
	10
	10

	500
	15
	15
	15.5
	0
	25
	10
	10

	500
	16
	16
	16.5
	0
	26
	10
	10

	500
	17
	17
	17.5
	0
	27
	10
	10

	3,000
	18
	18
	21
	0
	28
	10
	10

	3,000
	19
	21
	24
	2
	29
	8
	10

	3,000
	20
	24
	27
	4
	30
	6
	10

	3,000
	21
	27
	30
	6
	31
	4
	10

	2,000
	22
	30
	32
	8
	32
	2
	10

	300
	23
	32
	32.3
	9
	33
	1
	10

	300
	24
	32.3
	32.6
	8.3
	34
	1.7
	10

	300
	25
	32.6
	32.9
	7.6
	35
	2.4
	10

	300
	26
	32.9
	33.2
	6.9
	36
	3.1
	10

	300
	27
	33.2
	33.5
	6.2
	37
	3.8
	10

	300
	28
	33.5
	33.8
	5.5
	38
	4.5
	10

	300
	29
	33.8
	34.1
	4.8
	39
	5.2
	10

	300
	30
	34.1
	34.4
	4.1
	40
	5.9
	10

	300
	31
	34.4
	34.7
	3.4
	41
	6.6
	10

	300
	32
	34.7
	35
	2.7
	42
	7.3
	10

	300
	33
	35
	35.3
	2
	43
	8
	10

	300
	34
	35.3
	35.6
	1.3
	44
	8.7
	10

	300
	35
	35.6
	35.9
	0.6
	45
	9.4
	10

	300
	36
	36
	36.3
	0
	46
	10
	10

	300
	37
	37
	37.3
	0
	47
	10
	10

	300
	38
	38
	38.3
	0
	48
	10
	10

	300
	39
	39
	39.3
	0
	49
	10
	10

	300
	40
	40
	40.3
	0
	50
	10
	10

	300
	41
	41
	41.3
	0
	51
	10
	10

	300
	42
	42
	42.3
	0
	52
	10
	10

	500
	43
	43
	43.5
	0
	53
	10
	10

	500
	44
	44
	44.5
	0
	54
	10
	10

	500
	45
	45
	45.5
	0
	55
	10
	10

	500
	46
	46
	46.5
	0
	56
	10
	10

	500
	47
	47
	47.5
	0
	57
	10
	10

	500
	48
	48
	48.5
	0
	58
	10
	10

	500
	49
	49
	49.5
	0
	59
	10
	10

	500
	50
	50
	50.5
	0
	60
	10
	10

	500
	51
	51
	51.5
	0
	61
	10
	10

	500
	52
	52
	52.5
	0
	62
	10
	10


Legend:

te
Encoding time

tai
Initial arrival time

taf
Final arrival time

tr
Removal time
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Figure D-4 – Buffer fullness plot for example HRD in Table D-2 with picture sizes given in Table D-3.

As can be seen from Table D-2, the initial picture is large, and is followed by five pictures at exactly the buffer arrival rate R.  This is followed by twelve pictures at half the rate, four pictures at three times the rate and one picture at twice the rate.  Following this are two segments with pictures at 30% and 50% of the rate, respectively.  In Figure D-4, the time interval from 10 seconds to 18 seconds illustrates the behaviour when the bit rate is constant and at or below the rate R.  In fact, whenever the arrival bit rate remains less than R for a time, the lower points of the fullness curve will not change.  Further, the fullness at the peak in such a segment will be proportional to the fraction of the peak rate being consumed by the pictures.  From seconds 18 to 28, we see the temporary effect of an increase in arrival rate to above R.  Once those large pictures start to exit the buffer, the bit rate of pictures leaving the buffer exceeds R, and the fullness decreases.  This process terminates at second 32, when the big pictures have exited and the series of smaller pictures starts entering the buffer.  During seconds 36-43, the 30% peak rate pictures are entering and leaving the buffer, and during seconds 43-52, 30% peak rate pictures are leaving while 50% peal rate pictures are entering.  Hence the buffer fullness rises.  Once 50% peak rate pictures begin to leave, the fullness stabilizes at 50% full.  Note that this pre-decoder buffer stabilizes at a fullness that is proportional to the ratio of the short-term average bit rate to the arrival bit rate, rather than at 100%..

In general, the curve of buffer fullness vs. time is given by the following expression:

BF(t) = 
[image: image11.wmf]å

n

[I(taf(n) ≤ t < tr(n))×b(n) + I(tai(n) < t < taf(n))×be(t-tai(n))]
(D-15)

This expression uses indicator functions I(·) with time-related logical assertions as arguments to sum only those pictures that are completely in the buffer at time t, plus the appropriate portion of the picture currently entering the buffer, if one is.  The indicator function I(x) is ‘1’ if x is true and ‘0’ otherwise.

D.2.1.2
Low-Delay Operation

Low-delay operation is obtained by selecting a low value for the initial pre-decoder removal delay.  This results in true low delay through the buffer because, under normal operation, no removal delay (tr(n)-tai(n)) can exceed the initial removal delay tr(0).  To see this, consider that the maximum removal delay for picture n occurs when the initial arrival time is equal to the earliest arrival time.  Therefore, the maximum removal delay is given by tr(n) - tai,earliest(n).  But, 

tr(n) = tr(0) + tc ×
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(see D-11)

and

tai,earliest(n) = tc ×
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so

tr(n) - tai,earliest(n) = tr(0).

(D-16)
Thus setting an initial low delay creates a steady-state low-delay condition.

However, in low-delay operation, it is useful to be able to process the occasional large picture whose size is so large than that it cannot be removed by its indicated removal time.  Such a large picture can arise at a scene change, for example.  This would ordinarily lead to an "underflow" condition.  When a large picture is encountered, the rules for removal are relaxed to prevent this.  The picture is removed at the delayed removal time, tr,ld(n, m*), given by


tr,ld(n,m*) = tr(0) + tc × m*, 

(D-17)

where m* is such that tr,ld(n, m*-1) < tai(n) + te[b(n)] ≤ tr,ld(n, m*).  Note that the buffer must be large enough that this large picture can be accommodated without overflow.  Immediately after such a picture is received the removal time of the next picture must be such that low-delay operation is resumed.  An encoder can facilitate this by skipping a number of pictures immediately after the large picture, if necessary.  

D.2.1.3
Bitstream / Packet Stream Constraints

The buffer must not be allowed to underflow or overflow.  Furthermore, all pictures except the isolated big pictures must be completely in the buffer before their computed removal times.  Isolated big pictures are allowed to arrive later than their computed removal times, but must still obey the overflow constraint.  In CBR mode, there must be no gaps in bit arrival.

D.2.1.3.1
Underflow

The underflow constraint, BF(t) ≥ 0 for all t, is satisfied if the final arrival time of each picture precedes its removal time.

taf(n) ≤ tr(n)

(D-18)

This puts an upper bound on the size of picture n.  The picture size can be no larger than the bit-equivalent of the time interval from the start of arrival to the removal time.

b(n) ≤ be[tr(n) - tai(n)]

(D-19)
Since the initial arrival time tai(n) is in general a function of the sizes and removal delays of previous pictures, the constraint on b(n) will vary over time as well.

D.2.1.3.2
Overflow

Overflow is avoided provided the buffer fullness curve BF(t) never exceeds the buffer size B. 

The constraints that the initial pre-decoder removal delay must be no larger than the time-equivalent of the buffer size, tr(0) ≤ te(B), and that under normal operation no removal delay can exceed the initial one guarantee that no overflow occurs in normal operation.  To avoid overflow of an isolated big picture, the picture size is constrained by 

b(n) ≤ be[B - tai(n)]

(D-20)
D.2.1.3.3
Constant Bit Rate (CBR) Operation

The CAT-LB model operates in constant bit rate mode if one further constraint is applied - that data must constantly arrive at the input of the buffer.  This ensures that the average rate is equal to the buffer rate R.  This model behaves like an MPEG-1 CBR model with variable frame rate.  This condition is ensured if the final arrival time of picture n is no earlier than the earliest initial arrival time of picture n+1.

taf(n) ≥ tai,earliest(n+1) = tc ×
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(D-21)
This time constraint puts a lower bound on b(n).

D.2.1.4
Rate Control Considerations

An encoder employs rate control as a means to constrain the varying bit rate characteristics of the coded bitstream or packet stream in order to produce high quality coded pictures at the target bit rate(s).  A rate control algorithm may target a variable bit rate (VBR) or a constant bit rate (CBR).  It may even target both a high peak rate using a VBR scheme and an average rate using a CBR scheme.  Further, as shown in Subclause D.2.2, multiple VBR rates can be targeted.

Rate control must ensure compliance with the pre-decoder buffers.  This is related to the first goal of rate control, but is not necessarily the same.  In this Subclause, the way the pre-decoder buffers influences rate control is discussed.  In a VBR pre-decoder buffers, the buffer must not overflow or underflow, but gaps may appear in the arrival rate.  In order to meet these constraints, the encoder must ensure that for all t, the following inequalities remain true:

0 ≤ BF(t) ≤ B, for all t.

(D-22)

Using Equation D-14, this becomes:

0 ≤ 
[image: image15.wmf]å

n

[I(taf(n) ≤ t < tr(n))×b(n) + I(tai(n) < t < taf(n))×be(t-tai(n))] ≤ B, for all t.
(D-23)

The buffer fullness B(t) is a piecewise non-decreasing function of time, with each non-decreasing interval bounded by two consecutive removal times.  Therefore, it is sufficient to guarantee the compliance at the interval endpoints; i.e. at the removal times.  In particular, if underflow is prevented at the start of an interval (just after removal of a picture), it is completely prevented.  The same holds for overflow at the end of the interval, just prior to picture removal.  Therefore, the points of interest are the removal times.  In the buffer at tr-(n) and contributing to Equation D.22 are picture n and possibly some additional pictures up to picture m>n (with the last picture possibly only partially in the buffer).  All pictures earlier than picture n have been removed.  At tr+(n), picture n has been removed.  

Thus when encoding picture n, one rate control task is to allocate bits to picture n and the others in the immediate future in such a way that overflow is prevented at tr-(n), and underflow is prevented at tr+(n).  Most immediately, as long as b(n) is small enough so that te[b(n)] ≤ tr(n) - tai(n), both overflow at tr-(n) and underflow at tr+(n) are prevented.  This is usually a very high limit, and a rate control method will most likely further limit b(n) through its bit allocation process.

D.2.2
Multiple Leaky-Bucket Description

D.2.2.1
Schedule of a Bitstream

The sequence of removal time and picture size pairs {(tr(n), b(n)), n=0,1,…} is called the schedule of a bitstream.  The schedule of a bitstream is intrinsic to the bitstream, and completely characterizes the instantaneous coding rate of the bitstream over its lifetime.  Although a bitstream may conform to VBVs with different peak bit rates and different pre-decoded buffer sizes, the schedule of the bitstream is independent of the VBV.

D.2.2.2
Containment in a Leaky Bucket

A leaky bucket with leak rate R1, bucket size B1, and initial bucket fullness B1–F1 is said to contain a bitstream with schedule {(tr(n), b(n)), n=0,1,…} if the bucket does not overflow under the following conditions.  At t0, d0 bits are inserted into the leaky bucket on top of the B1–F1 bits already in the bucket, and the bucket begins to drain at rate R1 bits per second.  If the bucket empties, it remains empty until the next insertion.  At time ti, i  ≥ 1, di, bits are inserted into the bucket, and the bucket continues to drain at rate R1 bits per second.  In other words, for i  ≥ 0, the state of the bucket just prior to time ti is

b0 = B1–F1

(D-24)
bi+1 = max{0, bi + di – R1(ti+1–ti)}.

(D-25)

The leaky bucket does not overflow if bi + di ( B1 for all i ≥ 0.

Equivalently, the leaky bucket contains the bitstream if the graph of the schedule of the bitstream lies between two parallel lines with slope R1, separated vertically by B1 bits, possibly sheared horizontally, such that the upper line begins at F1 at time t0, as illustrated in Figure D-5.  Note from Figure D-5 that the same bitstream is containable in more than one leaky bucket.  Indeed, a bitstream is containable in an infinite number of leaky buckets.


[image: image16]
Figure D-5 – Illustration of the leaky bucket concept


If a bitstream is contained in a leaky bucket with parameters (R1,B1,F1), then when it is input with peak rate R1 to a hypothetical reference decoder with parameters R=R1, B=B1, and F=F1, then the HRD buffer does not overflow or underflow.

D.2.2.3
Minimum Buffer Size and Minimum Peak Rate

If a bitstream is contained in two leaky buckets with parameters (R1,B1,F1) and (R2,B2,F2), then it is also contained in any leaky bucket with parameters (R,B,F) where a) R1 ( R ( R2, b) B ≥ Bmin(R), and c) F ≥ Fmin(R) and Bmin(R) and Fmin(R) are defined by

Bmin(R) = Bn + (1 – Bn+1,

(D-26)
Fmin(R) = Fn + (1 – Fn+1,

(D-27)

and

 = (Rn+1 – R)  (Rn+1 – Rn).

(D-28)
For R ( R1,

Bmin(R) = B1 + (R1 – R)T

(D-29)

Fmin(R) = F1,

(D-30)

where T = tL-1 – t0 is the duration of the bitstream (i.e., the difference between the decoding times for the first and last pictures in the bitstream).  And for R ≥ RN,

Bmin(R) = BN

(D-31)

Fmin(R) = FN .

(D-32)

Thus, the leaky bucket parameters can be linearly interpolated and extrapolated.

Alternatively, when the bitstream is communicated to a decoder with buffer size B, it is decodable provided ≥ Rmin(B) and F ≥ Fmin(B), where for Bn ≥ B ≥ Bn+1, 

Rmin(B) = Rn + (1 – Rn+1

(D-33)

Fmin(B) = Fn + (1 – Fn+1

(D-34)

 = (B – Bn+1)  (Bn – Bn+1).

(D-35)

For B ≥ B1,

Rmin(B) = R1 – (B – B1)T

(D-36)

Fmin(B) = F1.

(D-36)

For B ( BN, the stream may not be decodable.

In summary, the bitstream is guaranteed to be decodable in the sense that the HRD buffer does not overflow or underflow, provided that the point (R,B) lies on or above the lower convex hull of the set of points (0,B1+R1T), (R1,B1), …, (RN,BN), as illustrated in Figure D-6.  The minimum start-up delay necessary to maintain this guarantee is Fmin(R)  R.
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Figure D-6 – Further illustration of the leaky bucket concept 

An HRD with buffer size B and initial decoder buffer fullness F with peak input rate R shall perform the tests B ≥ Bmin(R) and F ≥ Fmin(R), as defined above, for any compliant bitstream with LB parameters (R1,B1,F1),…,(RN,BN,FN), and shall decode the bitstream provided that B ≥ Bmin(R) and F ≥ Fmin(R).

D.2.2.4
Encoder Considerations

The encoder can create a bitstream that is contained by some given N leaky buckets, or it can simply compute N sets of leaky bucket parameters after the bitstream is generated, or a combination of these.  In the former, the encoder enforces the N leaky bucket constraints during rate control.  Conventional rate control algorithms enforce only a single leaky bucket constraint.  A rate control algorithm that simultaneously enforces N leaky bucket constraints can be obtained by running a conventional rate control algorithm for each of the N leaky bucket constraints, and using as the current quantisation parameter (QP) the maximum of the QP’s recommended by the N rate control algorithms.

Additional sets of leaky bucket parameters can always be computed after the fact (whether rate controlled or not), from the bitstream schedule for any given Rn, from the iteration specified in Subclause D.2.2.2.

time





bits










































































































































































bits





0





B1





F1





0





B2





…





t2





t1





t0





F2





B2





B1





t3





…





t2





t1





t0





t3





time





slope R1





Q A B C D E F G H


I a b c d


J e f g h


K i j k l


L m n o p


M


N


O


P

















2
DRAFT ITU-T Rec. H.264 (2002 E)



DRAFT ITU-T Rec. H.264 (2002 E)
1

_1088818424.unknown

_1089180606.vsd
Data Partition RBSP (7.3.2.6-8)�

NAL Unitizer�

Slice NULL RBSP (7.3.2.9)�

Parameter Set RBSP (7.3.2.2)�

SEI Message RBSP (7.3.2.3,  Annex C)�

Slice Layer RBSP (7.3.2.5)�

Bitstream
Adaptation
(Annex B)�

VCL NAL Units (7.3.1,  8.1)�

NAL NAL Units (7.3.1, 8.1)�

EBSP Encapsulation
Start Code Emulation Prevention
NAL Unitization�

NAL Unitizer�

EBSP Encapsulation
Start Code Emulation Prevention
NAL Unitization�

H.264 | MPEG-4 Part 10 Bitstream�

xxx�

xxx�

NAL HRD Conformance Point�

VCL HRD Conformance Point�

Legend�

RBSP Trailing Bits (7.3.2.10)�


_1089180850.vsd
Pre-decoder Buffer (N-1)�

Coded 
Pictures�

Pre-decoder Buffer (1)�

Instantaneous
Decoder�

Coded 
Pictures�

Decoded 
Fields and/or Frames�

Output 
Fields and/or Frames�

Reference and
Post-decoder
Buffer�

Pre-decoder Buffer (0)�

Conformant
Stream�

Coded 
Pictures�


_1088819203.unknown

_1087800805.unknown

_1088672964.unknown

_1088673220.unknown

_1087800811.unknown

_1087800824.unknown

_1087800776.unknown

_1087800786.unknown

_1086603993.xls
Plot

		0

		10

		10

		11

		11

		12

		12

		13

		13

		14

		14

		14.5

		15

		15

		15.5

		16

		16

		16.5

		17

		17

		17.5

		18

		18

		19

		19

		20

		20

		21

		21

		22

		22

		23

		23

		24

		24

		25

		25

		26

		26

		27

		27

		28

		28

		29

		29

		30

		30

		31

		31

		32

		32

		33

		33

		34

		34

		35

		35

		35.9

		36

		36

		36.3

		37

		37

		37.3

		38

		38

		38.3

		39

		39

		39.3

		40

		40

		40.3

		41

		41

		41.3

		42

		42

		42.3

		43

		43

		43.5

		44

		44

		44.5

		45

		45

		45.5

		46

		46

		46.5

		47

		47

		47.5

		48

		48

		48.5

		49

		49

		49.5

		50

		50

		50.5

		51

		51

		51.5

		52

		52

		52.5

		53

		53



300%  peak  rate  starts  to  enter

300%  peak  rate
finishes  entering
and  leaving

100%  peak  rate
entering  and  leaving

30%  peak  rate
entering  
and  leaving

50%  peak  rate  entering
30%  peak  rate  leaving

300%  peak  rate  starts  to  leave
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Raw Data

								b		te		tai		taf		tai-te		tr		tr-tai		tr-te

		0		0				5		0		0		5		0		10		10		10

		10		10				1		1		5		6		4		11		6		10

		10		5				1		2		6		7		4		12		6		10

		11		6				1		3		7		8		4		13		6		10

		11		5				1		4		8		9		4		14		6		10

		12		6				1		5		9		10		4		15		6		10

		12		5				0.5		6		10		10.5		4		16		6		10

		13		6				0.5		7		10.5		11		3.5		17		6.5		10

		13		5				0.5		8		11		11.5		3		18		7		10

		14		6				0.5		9		11.5		12		2.5		19		7.5		10

		14		5				0.5		10		12		12.5		2		20		8		10

		14.5		5.5				0.5		11		12.5		13		1.5		21		8.5		10

		15		5.5				0.5		12		13		13.5		1		22		9		10

		15		4.5				0.5		13		13.5		14		0.5		23		9.5		10

		15.5		5				0.5		14		14		14.5		0		24		10		10

		16		5				0.5		15		15		15.5		0		25		10		10

		16		4.5				0.5		16		16		16.5		0		26		10		10

		16.5		5				0.5		17		17		17.5		0		27		10		10

		17		5				3		18		18		21		0		28		10		10

		17		4.5				3		19		21		24		2		29		8		10

		17.5		5				3		20		24		27		4		30		6		10

		18		5				3		21		27		30		6		31		4		10

		18		4.5				2		22		30		32		8		32		2		10

		19		5.5				0.3		23		32		32.3		9		33		1		10

		19		5				0.3		24		32.3		32.6		8.3		34		1.7		10

		20		6				0.3		25		32.6		32.9		7.6		35		2.4		10

		20		5.5				0.3		26		32.9		33.2		6.9		36		3.1		10

		21		6.5				0.3		27		33.2		33.5		6.2		37		3.8		10

		21		6				0.3		28		33.5		33.8		5.5		38		4.5		10

		22		7				0.3		29		33.8		34.1		4.8		39		5.2		10

		22		6.5				0.3		30		34.1		34.4		4.1		40		5.9		10

		23		7.5				0.3		31		34.4		34.7		3.4		41		6.6		10

		23		7				0.3		32		34.7		35		2.7		42		7.3		10

		24		8				0.3		33		35		35.3		2		43		8		10

		24		7.5				0.3		34		35.3		35.6		1.3		44		8.7		10

		25		8.5				0.3		35		35.6		35.9		0.6		45		9.4		10

		25		8				0.3		36		36		36.3		0		46		10		10

		26		9				0.3		37		37		37.3		0		47		10		10

		26		8.5				0.3		38		38		38.3		0		48		10		10

		27		9.5				0.3		39		39		39.3		0		49		10		10

		27		9				0.3		40		40		40.3		0		50		10		10

		28		10				0.3		41		41		41.3		0		51		10		10

		28		7				0.3		42		42		42.3		0		52		10		10

		29		8				0.5		43		43		43.5		0		53		10		10

		29		5				0.5		44		44		44.5		0		54		10		10

		30		6				0.5		45		45		45.5		0		55		10		10

		30		3				0.5		46		46		46.5		0		56		10		10

		31		4				0.5		47		47		47.5		0		57		10		10

		31		1				0.5		48		48		48.5		0		58		10		10

		32		2				0.5		49		49		49.5		0		59		10		10

		32		0				0.5		50		50		50.5		0		60		10		10

		33		1				0.5		51		51		51.5		0		61		10		10

		33		0.7				0.5		52		52		52.5		0		62		10		10

		34		1.7

		34		1.4

		35		2.4

		35		2.1

		35.9		3

		36		3

		36		2.7

		36.3		3

		37		3

		37		2.7

		37.3		3

		38		3

		38		2.7

		38.3		3

		39		3

		39		2.7

		39.3		3

		40		3

		40		2.7

		40.3		3

		41		3

		41		2.7

		41.3		3

		42		3

		42		2.7

		42.3		3

		43		3

		43		2.7

		43.5		3.2

		44		3.2

		44		2.9

		44.5		3.4

		45		3.4

		45		3.1

		45.5		3.6

		46		3.6

		46		3.3

		46.5		3.8

		47		3.8

		47		3.5

		47.5		4

		48		4

		48		3.7

		48.5		4.2

		49		4.2

		49		3.9

		49.5		4.4

		50		4.4

		50		4.1

		50.5		4.6

		51		4.6

		51		4.3

		51.5		4.8

		52		4.8

		52		4.5

		52.5		5

		53		5

		53		4.5
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