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Abstract

This document presents the results of MB-level adaptive frame/field coding for interlaced video materials, and the performance comparisons with picture level adaptive frame/field coding [3]. The simulation results show that MB level adaptive coding can provide additional gain over picture level adaptive coding for sequences that favor frame coding. 

1. Introduction
A frame of an interlace video sequence consists of two fields, scanned at different time instants. The two fields of a frame can be coded jointly (e.g. frame-based coding) or separately (e.g. field-based coding). The decision on frame or field coding can be made at either picture level [3] or MB level [4]. 

Picture level adaptive frame/field coding demonstrates a significant improvement over fixed frame or field coding [3]. In this document, the decision on frame/field coding is moved to MB level. A MB can now be coded in either frame or field mode. This MB level adaptive frame/field coding is aligned with core experiment for interlace coding defined in [2]. The simulation results show that MB level adaptive coding gives an additional gain over picture level adaptive coding for the sequences that favor frame coding. MB level coding can be integrated into picture level adaptive coding as well. 

2. Adaptive Frame/Field Coding at MB level

In MB level adaptive coding, the selection of frame or field coding is at MB level. A frame/field flag of one bit may therefore be required at MB level to indicate if the MB is coded in frame or field mode, as shown in Fig. 1. “0” can be used to indicate frame coding and “1” field coding. For detailed information on MB level coding, refer to [8]. 
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Fig. 1. A frame/field flag of one bit may be required to indicate if the MB is coded in frame or field mode.

2.1 Modes for Regular MB

A MB of 16x16 can be divided in one of seven patterns (modes) [1], as shown in Fig. 2. The associated block size for the seven modes are 16x16, 16x8, 8x16, 8x8, 8x4, 4x8, and 4x4. A MB can be coded in either intra or inter. For intra mode, MB can be only in either mode 1 (block size of 16x16) or mode 7 (block size of 4x4). For inter mode, MB can be in any of seven modes. Motion estimation and compensation (ME/MC) is performed for these blocks separately. In other words, each block within a MB has a separate MV, and hence, a MB can have up to 16 MVs, depending upon the MB mode. 
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Fig. 2. Seven block patterns for a MB.

2.2 Modes for Super MB
The concept of super MB was introduced for interlace coding in [4]. A super MB consists of 2 MBs of 16x16, as shown in Fig. 3. A super MB of 32x16 can be coded as two frame MBs of 16x16, or one top-field MB of 16x16 and one bottom-field MB of 16x16. For frame coding, a super MB is coded as two frame MBs and each of two MBs can be further divided into one of seven modes, as shown in Fig. 2. For field coding, a super MB is first split into one top-field MB and one bottom-field MB, as shown in Fig. 4. The top-field, or the bottom-field, MB is further divided into one of seven block patterns (modes 1a – 7a), as shown in Fig. 4. The block size in the seven modes can be 16x16, 16x8, 8x16, 8x8, 8x4, 4x8 or 4x4, -- the same as for frame MB (Fig. 2). 

Motion compensation for Super MB is performed in the same way as described in [1]. Each MB in a Super MB has its own reference frame. When a Super MB employs field mode, one field MB may use any field of any picture in the reference frame buffer. Reference frame information (ref_frame) of Super MB in field mode determines which field is used for motion compensation. The field notation is set in favor to the same field; i.e., the lower number to the same field parity. For example, the top field MB of a Super MB with ref_frame = 0 points to the top field of the previous reference picture. Similarly, the bottom field MB of a Super MB with ref_frame = 1 points to the top field of the previous reference picture.

The coding rules for super MB, such as intra prediction, reference frame/field and the assignment of code numbers for reference fields in the reference frame (field) buffer, follows the same as described in [5]. For the skipped MB (copy mode), if in field, it is reconstructed by copying the co-located MB in the most recently coded (past) I or P field of the same field parity.
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Fig. 3. Input frame is divided into super MB of 2 16x16 pixels. 
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Fig. 4. For field-based coding, a super MB is split into a top-field MB and a bottom-field MB. The top- and the bottom-field MB is further divided into one of seven block patterns (modes).

Super MBs of a frame are coded from left to right, and top to bottom. For frame-based coding, the top MB of a super Mb is coded first, followed by the bottom MB. For field-based coding, the top-field MB of a super MB is coded first followed by the bottom-field MB. For horizontal path, PMV of the current block follows the same rules described in [1]. The neighboring blocks (A, B, C, D) of the current block E are defined as in [1]. 

3. Encoder Architectures with MB level Adaptive coding 

Fig. 5 and 6 shows two possible encoder architectures with MB level adaptive coding. In Fig. 5, the input frame is always coded as one frame picture. Adaptation of frame/field coding is made on each MB (or super MB). The decision on frame or field coding for a MB (or super MB) can be RD-based. In Fig. 6, the input frame can be coded in either frame or field structure. For frame picture, a MB (or super MB) can be coded in frame or field mode. The decision on frame or field coding for a MB (or super MB) can be RD-based. For field picture, there is no MB level adaptive frame/field coding and two fields of a frame are coded sequentially. Note that the 1st coded field of a frame, if I or P, can be used as reference field for the 2nd field of the same frame. 

The decoder will learn the picture structure of the incoming frame from PSTRUCT in picture header [6]. For PSTRUT=0 (frame coding), the decoder can expect that some of MB in the picture may be coded in frame mode and others in field mode. 
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Fig. 5. A MB can be coded in either frame or field mode. 
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Fig. 6. Input frame can be in either frame or field structure. For frame coding, MB can be coded in either frame or field mode. For field coding, the first coded field, if I or P, can be used as reference field for the second field of the same frame.

4. Computer Simulations

Simulations were carried out for six video sequences, as shown in Table 1 (the hybrid sequence was obtained by spatially combining two HHR sequences  -- Bus sequence on the left side and Mobil and Calendar sequence on the right hand side). All the simulations were carried out using the JM2.0b software version. For comparison purpose picture level adaptive coding and MB/picture level adaptive coding (Fig. 6), were performed for these sequences separately. A set of four quantization parameters (QP) was used per test per sequence, where QP for I and P are 8, 12, 16 and 24. Other coding parameters are listed in Table 2. 

Table 1. Test Sequences

	
	Format 4:2:0
	Length
	Frame/Second

	Mobil and Calendar
	720x480
	260
	30

	News
	720x480
	270
	30

	Tunnel
	720x576
	260
	25

	Flower and Garden
	720x480
	200
	30

	Hybrid Sequence
	704x480
	150
	30

	Tempete
	720x480
	150
	30


Table 2. Test conditions

	Entropy C.
	MC
	Hadamard
	Ref. Frames
	Search Res.
	RD Opt.
	Search R.

	UVLC
	1/4 pel
	Yes
	2
	2
	Yes
	16


The results are presented in terms of the % saving in bits calculated by using the SW provided by Real Network (Bjontegaard Delta bitrate saving in % [7]). Table 3 shows the % saving by using MB/picture  level adaptive coding over picture level adaptive coding. As seen, for the sequences favoring frame coding [3], such as Mobile and Tempete, MB level adaptive coding provide a significant gain over picture level adaptive coding ( ~10% for Mobil and Calendar, Tunnel and News). 

Table 3. Bit Rate savings (%) by using MB level adaptive coding over picture level adaptive coding
	Sequence Name
	Bit Rate Savings (in %)

	Mobil and Calendar
	10.79

	Hybrid Sequence
	9.32

	News
	9.09

	Tunnel
	9.00

	Tempete
	8.9

	Flower and Garden
	4.15


5. Conclusions

Computer simulations were carried out for the test sequences. Test conditions and picture structures of simulations follow the same as defined in core experiment [2]. The simulation results show that  MB/picture level coding can provide significant gains (about 10%) for certain interlace sequences.
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