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1 Summary

In this contribution we discuss the interface between the Systems Layer and the JVT CODEC in terms of the flow of information between the Systems Layer and the decoder including parameter sets, timing information, and "control" SEI messages.  

2 Proposal

Figure 1 shows the logical flow of video data through the pipeline. 
The process is as follows:

(1) The transport brings data in some form that is opaque to us. It extracts the AVC information, and makes it into NAL units.  It may need to de-jitter the data if it is going into a tightly managed buffer system.  NAL Units are presented as a record of bytes, with a (logical) length.  If the data arrives with start -codes, they are stripped, and (logically) lengths are computed.  Timing and decoder configuration may both be carried either at the transport level ('out of band') or within the stream ('in band').  Timing must not be in both places; it is for individual systems to decide on in-band/out-of-band policies for parameter sets (i.e. decoder configuration information).
(2) The NAL Units pass into a de-multiplexer based on NAL unit types: 

· Header and slice data  (the data that makes pixels): Passes into a buffer and then an injection process, which may be controlled by DTS, or, in systems without DTS, some other algorithm (such as data availability). 

· Parameter Sets (decoder configuration): If passed in-band, these messages are sent to set up the decoder
· SEI Messages: SEI messages related may include systems specific data and are handled as follows:

· Timing SEI Messages: If timing SEI messages are present, the timing information is passed to the timing system.
· HRD Messages: If this is a managed buffer system ('HRD') then the messages defining HRD parameters are passed to the decoder. 

· Other: Other messages may include system-specific data (see note on gateways below).
(3) Header and slice data are pre-buffered and then injected into the decoder in decoding order.  The decoder creates uncompressed pictures and places them in a post-buffer for display.  They are withdrawn from the buffer at CTS and presented.
It's not clear whether the parameter sets are part of the HRD buffer model or not.  We show them by-passing it, which raises obvious questions of synchronization between the sets of parameter sets available at the decoder, and the presented frames.

We deliberately show the HRD management and timing as separate messages, so that in systems without a tight buffer model, the HRD messages are omitted, making it clear that the stream does not claim compliance to a tight buffer model.

Similarly, in systems where timing is transport supplied, there are no timing constructs in the stream; neither confusion nor wasted bits occur.  This of course relies on being able to complete a timing independent pixel-generation process.

If a stream is gatewayed from one transport to another (and this includes streaming a file), a number of considerations must be made: First, messages must be divided into those that are specific to the source transport, and those that are applicable end-to-end; the system-specific messages must be discarded or re-coded as applicable for the destination system.  Second, timing may need to be moved from in-band to out-of-band, or vice-versa, depending on the systems involved.  Third, the two systems may have different buffer management strategies; the gateway may need to analyze or even re-code the stream if these strategies are not a priori compatible.
We believe that in a system like this, at least the transports on the table — ITU, MPEG, RTP and the MP4 file format —-can reasonably be represented.  No system is privileged, as there may need to be adaptation moving from one to another.
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Figure 1: Interface between the AVC Hypothetical Reference Decoder and the JVT Systems Layer
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