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1. Introduction

The Adaptive Interpolation Filter (AIF) for motion compensation of fractional pixel resolution proposed by T. Wedi [1-2] improves compression efficiency especially for the video sequences with unknown and/or non-stationary statistical properties. But the complexity of this AIF encoder is at least twice as much as that of the JVT encoder. So it is unsuitable for real-time applications [3]. In order to reduce the complexity of the AIF codec, we propose to amend Wedi’s AIF software (available at http://www.tnt.uni-hannover.de/~wedi/jvt/tml900-af.zip) on motion estimation and mode decision, interpolation at the decoder, iterated interpolation at the encoder. These amendments are incorporated into the JVT JM2.0 software codec together with Wedi’s AIF and available as JVT-D016-Software.zip at the JVT FTP site. The experimental results show our AIF codec achieves up to 4.55% bit rate savings or 0.21dB gain in comparison to JM2.0 with the same memory size and the almost same running speed. So our AIF codec is suitable for real-time applications.

2. DESCRIPTION

2.1. Estimation Procedure of AIF Coefficients

This procedure presented in [2] consists of the three steps below:

Step 1: Motion vectors of 1/4 pixel resolution are estimated with the initial interpolation filter.

Step 2: The motion vectors from Step 1 are used to perform the motion compensated prediction hereinafter. Applying a numerical iterated optimization algorithm, the AIF coefficients are estimated by minimizing the energy of the motion compensated prediction error.

Step 3: The motion compensated prediction for the current frame is performed with the AIF coefficients from Step 2 and the motion vectors from Step 1.

2.2. Motion Estimation and Mode Decision

The encoding at frame level is run once per frame for ordinary video encoders and twice per frame for the AIF encoder: the motion vectors of all the macroblocks in a frame are obtained in the first encoding, code words are generated and then output in the second encoding. Motion estimation and mode decision has to be performed to obtain block shapes and corresponding motion vectors including temporal and spatial displacement. There are two methods of motion estimation and mode decision in JVT WD-2 [4]: one is the low complexity method based on a Hadamard transform, the other one is the high complexity method (R-D optimized method) based on a Lagrangian function 
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. The later method makes the encoding reach the best rate-distortion performance at macroblock level at the expense of high complexity, as the encoding is run 5 times per 8x8 sub-partition and 7 times per 16x16 macroblock. So both the coding efficiency and the complexity of the AIF encoder depend on the usage of the motion estimation and mode decision method.

For Wedi’s AIF encoder, the low complexity method of motion estimation and mode decision is used in the first encoding at frame level while the high complexity one is applied in the second encoding. So its complexity is at least twice as much as that of the JM2.0 encoder. For our proposed AIF encoder, the motion estimation and mode decision is performed only once per frame. The high complexity method is adopted in the first encoding to obtain macroblock types, sub-partition types, intra prediction modes, reference frame numbers, motion vectors. In the second encoding, these elements are used to finish the remained encoding at macroblock level and then code words are written into the bit stream buffer. During these two times of encoding, the different interpolation filters only cause the differences of the syntax elements about transform coefficients, including coded block pattern, delta quantization parameters and run-level-EOB symbols.

The whole CABAC bit stream must be generated so as to get the code length for the motion estimation and mode decision at every macroblock. If CABAC is selected as the entropy coding, all the code words including headers are written into the bit stream buffer even in the first encoding. The second encoding is started with the reset bit stream states and the re-initialized arithmetic coding engine. The bit stream is output only at the end of the second encoding. If UVLC is selected, code words don’t need writing into the buffer in the first encoding.

2.3. Interpolation at the Decoder

The whole reference pictures with the expanding size by a factor of 4x4 are obtained for the motion compensation of 1/4 pixel resolution at Wedi’s AIF decoder. So the frame memory size for one reference frame is 4x4 times as large as that of the JM2.0 decoder. Different from the interpolation at the encoder where the completely interpolated images must be generated for motion search, the direct interpolation at the decoder is required for the part of fractional pixel positions indicated by the known motion vectors. For example, to generate a prediction block of 4x4 with the motion vector of 1/4 pixel horizontal displacement and 3/4 pixel vertical displacement, firstly the horizontal interpolation is performed at the 1/4 pixel positions of the reference frame. The intermediate results are saved in a 2 dimensional array of 9x4 (6-tap filter) or 11x4 (8-tap filter). Secondly the vertical interpolation is performed at the 3/4 pixel positions. The interpolation procedure of our proposed AIF decoder is somehow similar to that of the JM2.0 decoder without generation of any completely interpolated image. Both the computational complexity and the frame memory sizes of our proposed AIF decoder are the same as that of the JM2.0 decoder and much lower than that of Wedi’s AIF decoder. When multiple reference frames are used, the AIF coefficients for each reference frame are saved in the corresponding array. These arrays are arranged in the way similar to that for the frame memory.

2.4. Iterated Interpolation at the Encoder

The above situation also exists at the AIF encoder. The interpolation for motion compensation of 1/4 pixel resolution included in the numerical iterated optimization process (the downhill simplex method), which is Step 2, is replaced by the interpolation at the decoder as described in 2.3. Because this interpolation is iterated, huge computational complexity is saved. The interpolated image of the previous frame is generated completely with the obtained optimized filter coefficients and also saved into the frame memory of the AIF encoder at the end of the numerical iterated optimization process for the estimation of AIF coefficients.

3. Experimental Results

Test Sequence
QP
JM2.0
AIF
Distance between two R-D curves



Bit rate (Kbps)
Y PSNR (dB)
Bit rate (Kbps)
AIF bit rate (bps)
Y PSNR (dB)


Foreman

QCIF

300 frames

30 fps
28
29.51
28.31
30.40
1473.60
28.71
1.66% bit rate savings

or

0.09dB gain


24
46.73
30.99
47.39
1395.80
31.12



20
77.27
33.43
77.04
1347.80
33.50



16
133.02
36.01
131.74
1290.20
36.04


News

QCIF

300 frames

30 fps
28
15.17
28.04
16.93
1589.80
28.08
-4.08% bit rate savings

or

-0.22dB gain


24
25.56
30.77
27.22
1583.80
30.84



20
42.82
33.68
44.11
1614.90
33.72



16
70.79
36.71
71.81
1478.20
36.76


Mobile & Calendar

CIF

300 frames, 30 fps
28
194.00
24.91
188.65
1426.20
25.06
4.55% bit rate savings

or

0.21dB gain


24
351.88
27.80
341.79
1353.10
27.89



20
718.58
30.82
695.77
1313.40
30.88



16
1406.65
34.08
1369.20
1298.60
34.11


Paris

CIF

300 frames

30 fps
28
74.54
26.71
76.21
1511.60
26.77
-0.09% bit rate savings

or

0.00dB gain


24
138.86
29.56
139.82
1440.60
29.57



20
256.45
32.48
256.37
1380.10
32.49



16
449.56
35.46
448.23
1256.00
35.49


Tempete

CIF

260 frames

30 fps
28
143.56
26.49
141.08
1342.73
26.64
2.71% bit rate savings

or

0.11dB gain


24
266.42
29.18
261.93
1227.35
29.23



20
538.75
32.00
528.79
1177.73
32.02



16
1077.52
35.06
1060.75
1155.58
35.06


Table 1 Experimental Results

We implement the above amendments combined with Wedi’s AIF on the JVT JM2.0 software. The obtained AIF codec only contains 6-tap adaptive interpolation filters. The experiment is carried out using 5 test sequences under the common test conditions. The encoding settings for all the tests are 5 reference frames, CABAC, 1/4 pixel motion vector resolution, R-D optimized motion estimation and mode decision, IPP…P picture type sequence, no B-frame, no slice, H.26L VCL bit stream without encapsulation. The distance between the two R-D curves of JM2.0 and our AIF for each sequence is calculated by the software avsnr4. The results are in Table 1.

4. Conclusions

In comparison to JM2.0, our AIF codec achieves 0%~4.55% bit rate savings or 0.0dB~0.21dB gain on CIF sequences, where the maximum is 4.55% or 0.21dB (Mobile & Calendar) and the minimum is –0.09% or 0.0dB(Paris). The running of our AIF codec on a 700MHz Pentium Ⅲ show the added complexity of our AIF encoder is justified by the moderate increase in compression efficiency, and our AIF codec is suitable for real-time applications. The adaptive filters show advantages in the specific situations that the statistical properties of signals are unknown and/or non-stationary. We hope that JVT will re-evaluate Wedi’s adaptive interpolation filter with our software.
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