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_____________________________
The following is a JVT summary of the intended design for the interface between the JVT video specification and external systems, as established through joint consideration of the issues with JVT, VCEG and MPEG experts (particularly including the MPEG Systems group):

The joint video specification defines a common representation of all parameter set data, slice data, and “SEI” data units that are carried in the same way in bitstreams and in packets.  Each atomic chunk of such data is referred to as a NAL unit, where NAL is “network abstraction layer”.  This includes ensuring no emulation of start code prefixes of the bitstream format within a NAL unit.

The joint video specification includes definition of a bitstream format (in a normative annex).  This format

· is capable of conveying all data “in band”.

· includes sufficient information to identify conformance of the video bitstream and this requires inclusion of sufficient relative timing information.

· is capable of conveying temporal reference (relative timing data) within the video bitstream for use in HRD conformance verification

A packet-oriented interface is also defined within the joint video specification.

Conversion between the two formats should be simple.  To support simple conversion between these two formats, distinct parts of the joint specification describe what data needs to be carried, and

· the bitstream definition section defines how to put all that into a bitstream

· the packet-oriented definition section defines how to put this data into packets and what other information (such as timing information) is necessary for using those packets

Compound packets are not defined within the joint video spec.  If used, these are to be defined externally.

In the bitstream format, NAL units are prefixed by a unique start code prefixes and temporal reference data is included at the picture or slice level.  In the packet format, timing information support is defined externally.

If some data is necessary to decode the Y, Cb, Cr sample arrays, that data will reside in the parameter set or the NAL units that represent the picture content.  If that data is not necessary to decode the Y, Cb, Cr sample arrays, then as a general rule, it will be sent as Supplemental Enhancement Information (SEI).

The SEI category of data is intended for information that can get lost without serious harmful effect.  Parameter sets are used for information that cannot get lost.  Parameter sets are persistent for a sequence unless changed.

The bitstream picture start code suffix includes picture type (e.g., I, B, P) and a store/no-store indicator.  An I picture contains all I slices. A P picture contains either I slices or P slices or both.  A B picture contains I or P or B slices or any combination subset of the three slice types.
SEI is carried as a separate NAL unit (e.g., with a separate start code or in a separate packet).

A NAL unit (NALU) contains a NAL unit type code including error indication (8b), which is sufficient to determine what one or more EBSP’s will follow as the NAL unit payload.

Payload types include:

· partition(s) of each type of slice (store/no-store indicator in slice header)
· parameter set update(s)

· SEI’s
All currently defined parameters nominally reside at the random access point level.
Also a picture type indicator is present at the picture level.

If there is a need for lot of picture level data, we will define picture-level parameter sets, and if not, we will repeat it at the slice level.

We note that the current reference picture selection layer (RPSL) was designed with an intent to have both picture-level RPSL and slice-level RPSL.

The basic construction of the bitstream format from the NAL units consists of prefixing the NAL unit payload by a start code prefix (the length of which depends on the NAL unit type) followed by the NAL unit type indicator and possibly some form of timestamp.  In packet format, the start code prefixes are not used and the timing information may not be present.

Some concern was expressed as to gateway operation and the support of packet networks that do not have a per-packet timestamp (e.g., H.324/M).  These concerns are expected to be the subject of further study.

Two basic ways are currently drafted to send the contents of a picture.  These are illustrated below.  One of these is to repeat any picture header level data for every slice.  The other is to send any picture header data only once, and send only the slice header data and the slice payload contents on a per-slice basis.  The need for supporting both of these two distinct methods is a subject for further study and entails consideration of the quantity of additional overhead information needed for the first method, the additional loss resilience and independent decoding capabilities achieved by the second method, and the feasibility for inter-network gateways to translate between the two formats.
One Way to Send a Picture

Picture Header Level EBSP + Slice Header Level + Slice Content EBSP #1

Picture Header Level EBSP + Slice Header Level + Slice Content EBSP #2

Picture Header Level EBSP + Slice Header Level + Slice Content EBSP #3

…
Another Way to Send a Picture

Picture Header Level EBSP

Slice Header Level + Slice Content EBSP #1

Slice Header Level + Slice Content EBSP #2

Slice Header Level + Slice Content EBSP #3

…
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