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1 Introduction

This document proposes a new approach to improve Intra macroblock coding by using motion compensation technique for video coding. This approach can also be applied to image coding.

Motion compensation with motion estimation has provided significant improvements for coding inter frames by forming predictions from reference frames other than the frame itself. This concept has been used successfully to remove temporal redundancy for video coding standards including MPEG-1, MPEG-2, MPEG-4, H261, H.263 and H.26L. Multi-frames have been proposed and used in the H.26L standard as well as the JVT standard. Coding gain is achieved by coding the difference between the frame itself and the prediction.  Macroblocks that do not have good prediction, i.e. the residue is high, are coded as intra-macroblocks similar to those in the intra-frames. 

Although intra-frames use significantly more bits to encode them comparing to the inter-frames, intra frames are needed in order to avoid error propagation, achieve random access and support trick play modes, such as seeking, fast forward and fast backward. To reduce the number of bits coding macroblocks in intra-frames as well as intra-macroblocks in inter-frames, we propose to use a motion compensation technique by forming the prediction from the frame itself. All techniques for motion compensation including different motion modes, motion vector coding as well as the bitstream syntax used in the JVT standard can be used for this new approach. Regular motion estimation can also be applied. 

To successfully decode the encoded bitstreams, we need to address the issue of causality. We cannot use the macroblock information in the future since it is not available during decoding. For the raster scanning order of marcroblocks depictured in Figure 1, assume the macroblok A is the current marcroblock used for encoding or decoding, we can not use the information for macroblocks in the shading area C. The non-shaded area B consists for the reconstructed macroblocks before the current macroblock, all pixels in this area are available for prediction since they have already been decoded. 

To avoid limiting the search area in the causal areas only we fill in the non causal part of the image by a predefined value. In all our experiments we assume that pixel values that have not yet been encoded or decoded are zero. Other techniques such as pixel replication and/or symmetric extension can also be used to improve performance. 

One can also argue that limiting the search area to the causal part only can save in terms of computational complexity, that is indeed the case. It is unlikely that we can find a match in a non causal area even after we have performed some type of image extension. It is also possible to save in terms of bit rate when we transmit the motion vectors, since in out case there are only vectors with positive sign. In our current work we haven’t done so, we just chose to keep the motion estimation algorithm the same as for the P frame types, requiring thus only a limited amount of modifications to the JVT verification model.

2 ¼,1/8 of a pixel interpolation and memory requirements

From an implementation point of view the only difficulty in our algorithm appears when we want to use fractional motion vectors. In this case we need to have a higher resolution version of our image to be able to perform the motion estimation in software. We chose to use a frame buffer with size 4x the image size in the case of quarter pixel motion estimation and 8x in the case of 1/8 of pixel motion estimation in the exact same way as in the reference implementation for P frame motion estimation. The reference frame is set to zero when we start encoding. Every time we encode a new macroblock we update a portion of our reference frame that corresponds to the given macroblock as well as the area around it. The algorithm to do that is fairly simple to implement, it turns out that each 16x16(x4x4 or x8x8) macroblock only affects a 24x24(x4x4 or x8x8) area in the interpolated reference frame, and this is the area to be updated. This approach only affects the software implementation of the encoder, the decoder works in the exact same way as in the decoding of P frames. On the decoder side the reference frame is kept in the original image resolution, after decoding each macroblock we just update a 16x16 area of the reference frame. Hardware implementations of the encoder can work either way depending of the requirements.

There is no extra memory needed for buffering our reference frames, since we can reuse the memory allocated for P frame motion estimation.





Figure 1 Depiction of the current macroblock to be encoded along with the causal past (Area B), and the future (area C). 

3 The Results

4 Conclusion

We propose to use the motion estimation module of the JVT algorithm when we encode intra frames. This motion estimation algorithm remains idle during and I frame encoding. By using the motion estimation module during the encoding of an I frame we do not increase the total cost of a JVT system, since we are reusing an existing module. On top of that we do not even increase the worse case timing requirements for the encoding of any given frame, since the motion estimation algorithm was idle during the encoding of an I frame.

The proposed modification can also be applied to the encoding of intra macroblocks in a P or B frame if complexity is not a concern, thus increasing the compression ratio even for P and B frames.
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