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1 Introduction

One of the goals of the JVT standard is to be a "network-friendly" codec. To achieve this, the JVT codec design divides the codec into two parts: the Video Coding Layer (VCL), which is concerned with efficiently representing the video content, and the Network Adaptation Layer (NAL), which formats the video data for transport on a system layer. The Network Adaptation Layer depends on a particular system. A Network Adaptation Layer must carry not only the video data proper, but any data necessary for structuring the video data (i.e. high-level syntax), parameter sets (i.e. parameters to control the decoding of the video data), and supplemental enhancement information, which are ancillary data related to the video stream. Because a particular Network Adaptation Layer is always tied to a particular systems layer, the JVT video standard will not specify any Network Adaptation Layers. Rather, the JVT standard will specify generic elements common to all adaptation layers. 

In essence, the specification of a network adaptation layer is the specification of a syntactic transformation that maps (i.e. frames or encapsulates) the JVT video syntax into a systems layer syntax. That systems syntax may be  byte-stream syntax, a packet-oriented syntax, or even a file format. 

However, it is still not how much freedom each NAL has in performing this syntactic transformation. At one extreme, a NAL could be given total freedom to define its own unique high-level syntax. At the other extreme, JVT could specify the complete syntax of a bitstream to be carried over the system layers, as was down in earlier standards like MPEG-2 or H.263. While the former allows for greater optimization it hinders interoperability; conversely, the latter approach limits the choices to those already existing for standards like MPEG-2. The challenge is to find a middle ground between these two extremes. 

In this contribution we propose the notion of a Generic Adaptation Layer (GAL) to capture that middle ground. The Generic Adaptation Layer defines a generic syntax for carrying all JVT generic units including the high-level syntax, video data, SEI information, and parameter sets. A particular NAL is viewed as a transformation from the generic syntax to a set of channel syntaxes, which capture the transmission of information over one or more logical system channels.  

The structure of this contribution is as follows. In section 2 we briefly review the current NAL design in the JWD2 [3]. In section 3 we describe the proposal for a Generic Adaptation layer. In section 4, we show how mappings for RTP/IP, MPEG-2 Systems, and MP4 file format NALs can be specified from the GAL. In section 5 we present our conclusions. Appendix A contains a draft specification for the GAL syntax. 

2 Network Adaptation Layer Design in JVT-WD

In this section we briefly review the current NAL design.  The current NAL model is summarized below in the Figure 1 below (reproduced from [5]):
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Figure 1: Current Network Adaptation Layer Architecture
In this design, the VCL is concerned with video syntax below the level of slice and the NAL is concerned with all syntax elements higher than the slice. The key elements in this model are:

(1) Slices: Slices are the interface between the VCL and NAL. A slice has both a header and a body
. The body contains the video coding layer data and the header is used to signal information necessary for decoding that information. 

(2) Parameter Sets: The traditional notion of headers to signal the decoding parameter values has been replaced in the JVT design with parameter sets. A parameter set defines a set of parameter values that control the decoding of Video Coding Layer data. Parameters are associated with the levels in the video structure according to the lowest level at which they may vary. 

(3) Supplemental Enhancement Information: Although they are not highlighted in the NAL design, a NAL must also carry SEI messages, which are used to carry ancillary information about the video data. 

JWD2 introduced the notion of data packet to convey these different kinds of information. Essentially each data packet contains a header, which signals the type of the packet, and a payload which contains the data such as video coding data for a slice, an SEI message or parameter values. There is still no clear and definitive specification of these packets or their syntax (the values in the IETF draft [4] , Thomas Stockhammer''s editor's draft [1], and the JWD2 draft [3] do not agree on the list of NAL packet types). JWD also specifies two generic formats, one packet-oriented format and another for bit streams. The former is essentially the NAL packet syntax and the latter adds an MPEG-2 Systems start code before each NAL packet. Also support for preventing start code emulation through the use of escape codes inserted in the data stream has been provided.  

3 Proposal: A Generic Adaptation Layer

The key idea in our proposal is that we can define a generic syntax that is Network Adaptation Layer independent and then view a particular Network Adaptation layer as mapping from that generic syntax onto a channel syntax for carriage over externally defined system layer(s). This allows us to specify precisely what information can be carried in each NAL, and how that information will be carried in each NAL. At the same time we do not (have to) impose any constraints the syntax used in each Network Adaptation Layer. 
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Figure 2: Overview of the Generic Adaptation Layer Concept
Figure 2 shows a summary of Generic Adaptation Layer concept. The GAL syntax is made up of a sequence of GAL units where different types of units correspond to the different types of data that must be transmitted, such as slices, parameter sets, high-level syntax, SEI messages and so on. The GAL defines the syntax for each of the different types of GAL units. 

We then define each Network Adaptation as a mapping from the generic GAL syntax to the syntax used by the Network Adaptation Layer. Each Network Adaptation Layer carries JVT content over a set of logical channels, each of which defines its own channel syntax. A Network Adaptation is defined by specifying:

(1) Logical Channel Definitions. Each NAL specifies one or more logical channels. For example, a channel might be a systems level stream or an out-of-band signaling protocol. A logical channel may even reflect an a priori exchange of information concerning the video data, such as hardwired parameter sets with no data being exchanged. 

(2) Channel Syntax: The NAL specifies the syntax for each channel used to communicate JVT video content. The syntax for each channel might be different. For example, one channel for video data may use a bitstream syntax while the parameter set values are sent separate as part of a textual Session Description Protocol message in an RTSP stream. 

(3) Channel Syntax Mapping: Each NAL specifies what kind of GAL unit is carried on each logical channel and how the generic syntax of those GAL units is mapped to the syntax for that channel. 

Note: All issues of control, including synchronization and timing of data delivery are left to the Network Adaptation Layer and are not specified at the Generic Adaptation Layer level.

A few comments on this model are in order:

· By defining a generic syntax we need not constrain with the flexibility of the Network Adaptation Layer because the mapping from the GAL unit to the NAL syntax could be arbitrarily complicated.

· A NAL can use any number of channels to carry JVT video content. While a simple packet-oriented NAL that carries all information inside a single channel is possible, a NAL is free to define multiple channels. For example, the video data can be carried in one-stream and SEI messages in another with parameter sets negotiated during session setup. 

· The model supports any type of NAL including packet-oriented network adaptation layers, bitstream network adaptation layers, and storage adaptation layers for storing JVT video content in a file. In the case of a file the "channel" is information stored in the file, including both media data (i.e. VCL data) and meta data (i.e. non-VCL data). 

In the rest of this section we describe the different types GAL units in the Generic Adaptation Layer. 

(1) Video Structural Units: Define the logical layers of the video data's structure including sequences, group of pictures (GOP), pictures, and slices. 

(2) Video Data Elements: Contain actual coded video data from the Video Coding layer. 

(3) Parameter Sets: Define the parameter values controlling the interpretation of Video Coding Layer data. Parameters may apply to one or more video data elements. 

(4) Supplemental Enhancement Messages: Contain messages pertaining to a video data element that are not required for decoding operation. 

The rest of this section contains a proposal for GAL units for each of these types. In the interest of readability we have separated out the detailed specification of each GAL unit as an appendix [7].  

3.1 Adaptation Layer Descriptor

We propose that each NAL specify a descriptor that is a part of the high-level information, about how it maps information from the Generic Adaptation Layer to the underlying systems layer. The descriptor contains the information shown in Table 1

Table 1: Adaptation Layer Descriptor Fields
	Number of Logical Channels 
	Indicates the general class of channels used in this adaptation layer. 

	Logical Channel Descriptors 
	Defines the characteristics of each logical channel used by the NAL.  


Table 2: Logical Channel Description Fields
	Channel Class 
	Storage, Stream, Null

Indicates the general class of systems layer that the NAL uses to implement this mechanism. The null channel indicates that no information is transmitted. This is used for optional items, like SEI messages which may not be supported by all NALs.

	GAL Unit Types
	Indicates the type of GAL units contained in this logical channel. 

	Priority
	Indicates the priority level of the GAL channel.

	Start Codes
	Does this channel use start codes? The default start code is "00 00 01" defined by MPEG-2 Systems. 

	Start Code 

Emulation Avoidance 
	Does this channel use escape codes to prevent emulation of start codes start codes in channel? This value is set only if the start code is set to true. 

	Initial Description Information
	Static, Dynamic

Indicates whether the channel can transmit information during the lifetime of a session. This is used to indicate whether, for example, a NAL supports carrying parameter set messages statically (set once before playback commences) or dynamically (changing while the video is presented and not necessarily known a priori to the decoder at session setup). 


3.2 Video Structural 

In this section we propose a generic high-level syntax of JVT video. The generic high-level syntax model is the layered hierarchical structure familiar from many existing video coding standards, such as MPEG-2. 
Figure 3
 shows a summary of the model: 

· Sequence: The highest-level structure containing a sequence of group of pictures. 

· Group of Pictures (GOP): A series of pictures that is independently decodable. 

· Picture:  A single picture representing image data. A picture is coded as a series of slices. 

· Slice: Contains the Video Coding Layer data. These are a set of separately decodable macroblocks within a single picture and header data pertaining to those macroblocks.

We propose defining a GAL unit to signal the start of each of these layers followed by an optional end:

· Sequence Start GAL Unit: Signal the beginning of a sequence layer. All data related to this sequence occurs before the corresponding sequence end GAL unit.

· GOP Start GAL Unit: Signals the beginning of a group of pictures. All data for the GOP must occur after this unit and before the corresponding GOP Start Unit. 

· Picture Start GAL Unit: Signals the beginning of a picture. All data associated with this picture must occur before the end of this picture is signaled. 

· Slice Begin GAL Unit: Signals the start of a slice. All data associated with this slice must occur before the corresponding slice end unit. 
· Slice End GAL Unit: Signals the end of a slice. (optional)
· Picture End GAL Unit: Signals the end of a picture All picture data must occur before this unit. (optional)
· GOP End GAL Unit: Signals the end of a GOP. All GOP data must occur before this unit. (optional)
· Sequence End GAL Unit: Signals the end of a sequence layers. All sequence data must occur before this unit. (optional)
In many cases, these GAL units will not be implemented directly in the channel syntax. 
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Figure 3: Generic High-level Syntax for JVT Video

3.3 Generic Video Data Units 

While the video structural units deals with the generic high-level syntax of JVT video, the generic video data elements contain the actual video coding data from the Video Coding Layer. There are two types of generic units associated with video coding data: slice units and partitioned slice units. 

3.3.1 Slices 

A slice contains both video data and header data. The video data contains the Video Coding Layer data for a set of macroblocks. This data is a sequence of bits representing the syntax element defined by the VCL for the macroblocks in the slice. Header data is the side information needed to decode the video data in each slice.
Figure 4 below shows the model for a generic slice:

	Slice Header
(GAL)
	Video Data 
(VCL Data)


Figure 4: Structure of an Unpartitioned Slice
In GAL, a slice is carried in a Slice GAL unit. 

The current JWD2 does not define an explicit syntax for the slice header. Below we show our attempt to extract the syntax for the slice header from the current software and a revised editor's draft of the NAL chapter [1].

class SliceHeader

{

UVLC



paramSetID; 





UVLC 



TRType;


if (TRType == 0)


{



UVLC



TR;


}

UVLC



ref_pic_id;


UVLC



first_mb;


UVLC



slice_qp;


if (picture_type == SPFrame || picture_type == SIFrame)


{



UVLC


sp_slice_sp;


}


if (entropy_coding == CABAC) // Defined in parameter set


{



UVLC


number_of_mb;


}


if (picture_type is MultipleReferneceFrameType)


{



ReferencePictureSelectionLayer 
rpsl;


}


MemoryManagementControlOperation

mmco;
}

In this syntax we have denoted the use of UVLC codes with the datatype UVLC. In reviewing this definition we came across several issues:

· Should the parameter identifier be required in all slices? This may not be efficient for NAL's that want to use an MPEG-2 like syntax with parameter values stored in headers.

· What determines whether a value is coded in the slice header as opposed to a parameter set? For example, many of the values above, such as picture type could be viewed as candidates for inclusion in a parameter set. Even memory management control operations could be handled this way if parameter sets are simply viewed as aggregations of "slice decoder control parameters".

· Why is the first MB's not specified using a double coordinate of the form X, Y rather than the currnet single MB number? Such a form might be a more efficient form for UVLC coding. 
· Why is the picture type used rather than allowing each a "slice type" that allows each slice to have its own type?

· Why is an absolute temporal reference used rather a relative temporal reference as in MPEG-2 video, where the temporal reference starts from zero at each GOP boundary? 

· Why is each slice in a picture required to have the same picture type? Should this note be renamed to slice type? 

The current syntax does not allow much configurability of the slice header syntax. It might be possible to define a more configurable syntax along the lines shown below:

class SliceHeader
{


if (useParamSetID)


{



UVLC



paramSetID; 





}


if (useTR)


{



UVLC 



TRType;



if (TRType == 0)



{




UVLC



TR;


}


// Etc. 
}

3.3.2 Partitioned Slices

The data for a slice, including both header data and video data, may be partitioned. When partitioned, the set of symbols in the video data and the header data encodings are divided. The data for each partition in a slice consists of all bits whose symbols are in that partition in the order defined by the header or video syntax. If a data partition contains both header and video data, then the order shall be header bits followed by video data bits. Currently, the NAL defines three different partitions, A, B, C containing header information (including the slice header), intra coefficients, and inter coefficients respectively.  

A GAL partitioned slice unit is defined for partitioned slice data, with each unit containing a partition identifier followed by the data in the partition. 

3.4 Parameter Sets 

A parameter set element defines a set of parameter values that control the decoding of Video Coding Layer data. Parameters are associated with levels in the video structure according to the lowest level at which they may vary. For example, a GOP parameter value like picture size may change between GOPs but not at any lower levels. This means that all of the pictures and slices in a single GOP must use the same GOP parameter value On the other hand, a slice parameter may vary for every slice. 

Table 3 below summarizes the parameters we determined based on a survey of past contributions and parameter values commonly occurring in video codec.We have divided the parameter into layers the layers at which they apply.  Parameter values that are highlighted in bold type are currently included in the file format definition in Annex C of the JWD2. 

Table 3: List of Parameter Values for JVT Video
	Parameter
	Comments

	Sequence Layer Parameters

	profile
	

	level;
	

	version;
	What is this? Suggest it be removed.  

	MaxPicID
	Maximum picture identifier. 

	PixAspectRatio
	Need to define this for display. 

	ShortTermPictureBufferSize
	Is this a sequence or GOP parameter? 

	HRDBufferParameters
	Specify the models for the HRD leaky buffer model. 

	Group of Picture Parameters

	frameRate
	Is this needed? 

	VBV buffer size
	MPEG-2

	progressive flag
	MPEG-2

	chrominanceFormat
	4:2:0, 4:2:2, 4:4:4

	VideoFormat
	MPEG-2: PAL, NTSC, SECAM, MAC, unspecified, etc.

	pictureWidthInMBs
	

	pictureHeightInMBs
	

	displayRectangleOffsetTop
	This information may be better represented as SEI messages rather than parameter values as it is "informative" rather than required for correct decoding.  

	displayRectangleOffsetLeft
	

	displayRectangleOffsetBottom
	

	displayRectangleOffsetRight
	

	displayMode
	

	displayRectangleOffsetFromWindowTop
	

	displayRectangleOffsetFromWindowLeftBorder
	

	intraPredictionType
	

	Picture Parameters

	entropyCoding
	UVLC, CABC

	motionResolution
	Full, Half, Quarter, Eighth

	Slice Parameters

	None?
	


In the GAL, each parameter set is assigned a unique numeric identifier, which is constant throughout a video sequence,. Each slice unit references the parameter sets. 

3.5 Supplemental Enhancement Information Messages
Supplemental enhancement messages contain information pertaining to any of the four layers of the video model: sequence, GOP, picture, and slice. An SEI message, at any level consists of a type identifier and an arbitrary sequence of bits of known size:

	Message Type
	Message Data 


. 

The message type is an integer code identifying the type of message and the message contains binary data, i.e. bits, in a format defined by the message type. 

3.6 Access Unit

We borrow the concept of an access unit from MPEG-4 Access Units. An Access Unit (AU) is an individually accessible portion of data within a stream and is the smallest data entity to which timing information can be attached. In GAL, the timing (decoding and presentation) information attributed to the GAL AU is left to the NAL implementation. A GAL Access Unit contains a concatenated sequence of GAL units, which share the same timing information. A small header contains the size of each GAL unit as well as the number of GAL units contained in the GAL Access Unit.

	Number of GAL Units

	GAL Unit Size 1

	…

	GAL Unit Size m

	GAL Unit 1

	GAL Unit 2

	…

	GAL Unit m


3.7 Ordering of GAL Units 

In the GAL, GAL units are ordered into a sequence. This order is only a logical ordering of information based on dependencies among the information in the various GAL units, and does not imply any particular delivery schedule for a NAL. Formally, the ordering constraints impose a partial ordering over the GAL units but not a total ordering. A NAL must deliver GAL units such that resulting logical information is reconstructed so that it satisfies the partially ordering of the GAL unit sequence. For example, this implies that a NAL must ensure that parameter sets are available before any slice that references them but allows a NAL to send parameter sets more than once. 

The ordering of GAL must satisfy the following constraints: 

(1) Parameter Set Messages must occur before they are referenced.

(2) Supplemental Enhancement Messages must occur prior to the beginning of the item to which they pertain. 

(3) Video Messages are carried in decoding order. 

(4) Slices within a single picture may be sent in any order – i.e. slice are not required to be sent in "scan order".

(5) The data partitions in a single slice may in any order.

4 Using the Generic Adaptation Layer (GAL) to specify Network Adaptation Layers (NAL).

In this section we show how three different Network Adaptation Layers for JVT can be defined as mappings from the proposed Generic Adaptation Layer: 

· RTP/IP NAL;
· Various MPEG-2 Adaptation Layers;
· and the MP4 file format 

4.1 RTP/IP Network Adaptation Layer

In the current RTP/IP NAL proposed to IETF [4], all information is carried in a single in-band channel as different types of packets encapsulated within RTP packets. This includes video data, parameter set data, and SEI messages. 

Thus, we can create an adaptation layer descriptor for the RTP/IP NAL as follows:

	Number of Channels
	2 

	Channel 1 Descriptor
	Class
	Stream

	
	GAL Types
	Video Data Units,

Parameter Set Units,



	
	Priority
	High ???

	
	Start Codes
	No

	
	Start Code Emulation Prevention
	No

	
	Carriage 
	Dynamic

	Channel 2 Descriptor
	Class
	Null

	
	GAL Types
	Video Structure Units



	
	Priority
	N/A

	
	Start Codes
	N/A

	
	Start Code Emulation Prevention
	N/A

	
	Carriage 
	N/A


The syntactic mapping from the GAL syntax to RTP packet syntax is shown in Figure 5. The syntactic mapping from the GAL syntax to the RTP is trivial, as the RTP/IP simply appends an RTP header in front of a NAL packet (a GAL unit in our terms):

class aligned(8) JVTRTPPacket

{


RTPHeader


header;


GALUnitBase

payload;

}

The JVTRTPPacket simply encapsulates the GAL unit with no changes. No start codes or anti-emulation is needed by the adaptation layer.

Note that this is only one kind of IP NAL. Another approach, which was used in earlier versions of the RTP/IP is to use the Session Description Protocol to send parameter set values out-of-band. In this case we would have an adaptation layer description that looks like:

	Number of Channels
	2 

	Parameter Sets
	Open

	Channel 1 Descriptor
	Class
	Stream

	
	GAL Types
	Video Data

	
	Priority
	High ???

	
	Start Codes
	No

	
	Anti-emulation
	No

	
	Carriage 
	Dynamic

	Channel 2 Descriptor
	Class
	Stream

	
	GAL Types
	Parameter Set 



	
	Priority
	High 

	
	Start Codes
	No

	
	Start Code Emulation Prevention
	No

	
	Carriage 
	Static
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Figure 5: Mapping from the Generic Adaptation Layer to the RTP/IP NAL
4.2 MPEG-2 Systems Adaptation Layer

There have been different proposals for MPEG-2 Adaptation as there are multiple ways to adapt JVT video for carriage on MPEG-2 Systems:

Sony Proposal [6]: This proposal defines an access unit MPEG-2 for carrying video data in a video data stream. The video stream also contains headers (picture header, etc.) to demarcate boundaries between access unit and header boundaries.. However, the SEI messages and parameter sets are placed separately inside program descriptors. Thus we have can describe this adaptation layer as follows:

	Number of Channels
	2 

	Channel 1 Descriptor
	Class
	Stream

	
	GAL Types
	Video Data,

Video Structure

	
	Priority
	??

	
	Start Codes
	Yes

	
	Start Code Emulation Prevention
	Yes

	
	Initial Description 
	Dynamic

	Channel 2 Descriptor
	Class
	Stream

	
	GAL Types
	Parameter Set 

SEI Messages

	
	Priority
	??

	
	Start Codes
	No

	
	Start Code Emulation Prevention
	No

	
	Initial Description
	??? 


Mitsubishi Proposal [7]: This is essentially the same as RTP NAL except with all data carried in-band in the video stream channel, including parameter sets and messages. A single packet format, called an AVC packet is defined that is equivalent to the generic Access Unit defined in section. The AVC packet can be carried over an MPEG-2 program or transport stream. Thus we can describe this adaptation layer as follows: 

	Number of Channels
	1

	Channel 1 Descriptor
	Class
	Stream

	
	GAL Types
	Video Data,

Video Structure

Parameter Sets

	
	Priority
	??

	
	Start Codes
	No

	
	Start Code Emulation Prevention
	No

	
	Carriage 
	Dynamic


Broadcom Proposal:[8]: This proposal uses the MPEG-2 Video syntax for JVT video (sequence headers, GOP headers, etc.) with slices. It uses the MPEG-2 start codes to delimit boundaries in the bit stream. We can describe this adaptation layer as follows:

	Number of Channels
	1

	Channel 1 Descriptor
	Class
	Stream

	
	GAL Types
	Video Data,

Video Structure

Parameter Sets

	
	Priority
	??

	
	Start Codes
	No

	
	Start Code Emulation Prevention
	No

	
	Carriage 
	Dynamic


Figure 6 shows how these different types of MPEG-2 NAL can be mapped from the Generic Adaptation Layer for the Sony and Broadcom proposals.
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Figure 6: Mapping Generic Adaptation Layer to MPEG-2 Systems NAL
4.3 MP4 File Format Adaptation Layer 

We have proposed a file format for storing JVT video content (see [9]). In our proposal, the video data is stored as media data in the file format inside the sample structure of an MP4 track. On the other hand, parameter sets are stored as separate metadata and SEI message may be stored in a separate track from the video data from the media data or interleaved within the same stream. Thus the adaptation layer descriptor is:

	Number of Channels
	2 

	Channel 1 Descriptor
	Class
	Stream

	
	GAL Types
	Video Data,

Video Structure

	
	Priority
	??

	
	Start Codes
	Yes

	
	Anti-emulation
	Yes

	
	Carriage 
	Dynamic

	Channel 2 Descriptor
	Class
	Stream

	
	GAL Types
	Parameter Set 

SEI Messages

	
	Priority
	??

	
	Start Codes
	No

	
	Anti-emulation
	No

	
	Carriage 
	??? 


In Figure 7 we show the GAL structure maps to the data stored inside the MP4 file format. 
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Figure 7: Mapping from the Generic Adaptation Layer to the MP4 File Format NAL

5 Conclusions

In this contribution we have proposed a Generic Adaptation Layer that defines a generic syntax for carrying JVT Video content. Each Network Adaptation is specified as a mapping from the generic syntax to the details of a NAL syntax. We have also shown how different NALs can be expressed as mapping from the Generic Adaptation layer. 

In conclusion, we believe that the GAL serves to clarify many issues related to NAL but we recognize that the concept still needs further development. We recommend that the GAL concept be discussed with NAL experts with the goal of drafting specification integrating GAL and the NAL concepts (e.g. details of NAL packets, slice header definitions, etc.) by the end of the Fairfax meeting. 

An open issue is how much freedom we wish to allow NALS in defining the NAL syntax. In other words, how constrained should the mapping from the Generic Adaptation Layer syntax be? This can be seen in the different of proposals for MPEG-2, which vary from a simple universal packet to injecting the JVT syntax in the MPEG-2 Video Syntax framework At one extreme, we can require that all NAL's use the exact syntax defined by the Generic Adaptation Layer, modulo a few details like start codes. On the other hand, we can allow each NAL total freedom in mapping the GAL syntax to a specific NAL syntax. Our proposal is neutral with respect to this issue and supports either extreme, or more likely, a reasonable middle ground. 
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7 Appendix A: Generic Adaptation Layer Specification 

This section contains a draft of the definitions for each the GAL units discussed in the main body of the proposal. The syntax is defined using the pseudo-C++ format of SDL (syntax definition language), the bitstream syntax definition language defined in MPEG-4 Systems. 
7.1 Adaptation Layer Descriptor

The adaptation layer descriptor describes properties of an Adaptation Layer implementation. 

7.1.1 Syntax

class ChannelDescriptor

{


unsigned int(8)

class; // Storage, Stream, Null


unsigned int(8)

numberOfTypes;


unsigned int(8)

GALUnitTypes[numberOfTypes];


unsigned int(1)

reliable;


unsigned int(1)

startCode;


unsigned int(1) 
antiEmulation;


unsigned int(2)

carriage;

// Static or dynamic

}

class aligned(8) AdaptationLayerDescriptor

{


unsigned int(8) numberOfChannels;




LogicalChannelDescriptor channels[numOfChannels]


unsigned int(1)
openParameterSets; // Supports open or closed parameter sets. 

}

7.1.2 Semantics

7.2 Generic Adaptation Unit

7.2.1 Syntax

abstract aligned(8) class GALUnitBase: (bit(8) tag) 
{

bit(8)

type = tag;

}

7.2.2 Semantics

type  – Identifies the type of carriage interface unit with the type values defined in Table 4.

GALUnitBase defines an abstract base class for the different kind of Generic Adaptation Layer units.  The tag codes the type fields are defined in Table 4.

Table 4 - List of Class Tags for GAL Units

	Tag value
	Tag name

	0x00
	Illegal value (i.e. start code)

	0x10
	GAL_SEQUENCE_START

	0x11
	GAL_SEQUENCE_END

	0x12
	GAL_GOP_START 

	0x13
	GAL_GOP_END 

	0x14
	GAL_PICTURE_START 

	0x15
	GAL_PICTURE_END 

	0x16
	GAL_SLICE_START 

	0x17
	GAL_SLICE_START

	0x18
	GAL_SLICE_UNPARTIONED_DATA

	0x19
	GAL_SLICE_PARTIONED_DATA

	0x1A
	GAL_PARAMETER_SET

	0x1B
	GAL_SEQUENCE_SEI_MESSAGE

	0x1C
	GAL_GOP_SEI_MESSAGE

	0x1D
	GAL_PICTURE_SEI_MESSAGE

	0x1E
	GAL_SLICE_SEI_MESSAGE


7.3 Video Structural Carriage Units 

7.3.1 Syntax

abstract class GALVideoStructureUnit extends GALUnitBase
{

 // Empty

}

ayload

class GALSequenceStartUnit 


extends GALVideoStructureUnit(GAL_SEQUENCE_START)

{

 // Empty

}

class GALSequenceStartUnit 


extends GALVideoStructureUnit(GAL_SEQUENCE_END)

{

 // Empty

}

class GALGOPStartUnit 


extends GALVideoStructureUnit(GAL_GOP_START)

{

 // Empty

}

class GALGOPStartUnit 


extends GALVideoStructureUnit(GAL_GOP_END)

{

 // Empty

}

class GALPictureStartUnit 


extends GALVideoStructureUnit(GAL_PICTURE_START)

{

 // Empty

}

class GALPictureEndPayload 


extends GALVideoStructureUnit(GAL_PICTURE_END)

{

 // Empty

}

class GALSliceStartUnit 


extends GALVideoStructureUnit(GAL_SLICE_START)

{

 // Empty

}

class GALSliceEndPayload 


extends GALVideoStructureUnit(GAL_SLICE_END)

{

 // Empty

}

7.3.2 Semantics

The video structural GAL units are concerned with marking the structure of AVC video data. For each layer of video structure, there is a pair of GAL units marking the start and end of the unit at that layer. All GAL units pertaining to the lower layers are between the start the corresponding element signaling the start of a new unit at that level. Note that in an implementation that signals of the end may not actually exist in the syntax. For example, the end of one level can be inferred by the start of another (except at the beginning and end of a sequence).

Table 5 below summarizes the carriage units for the GAL structural video model: 

Table 5 – Video Structure Carriage Units

	Sequence Start 
	Indicates the beginning of a AVC video sequence. The Sequence Start CIU is the first CIU in the sequence of CIUs. 

	Sequence End 
	Indicates the end of the sequence. This CIU is the last CIU in the sequence of CIUs. 

	Group of Picture Start 
	Indicates the start of an independently decodable group of pictures. A group of pictures is an independently decodable set of pictures (i.e. must be closed in MPEG-2 terms) that begins with a decoder reinitialization point. All picture and slice CIU for the video data in the GOP must occur after this CIU and before the Group of Picture unit for this GOP.

	Group of Picture End 
	Indicates the end of a group of picture. 

	Start of Picture 
	Indicates the start of a picture. All slices for this picture must occur after this and before the corresponding End Of Picture CIU for this picture. 

	End of Picture 
	Indicates the end of the picture. 

	Slice Start 
	Indicates the start of carriage of slice video data. All CIUs related to a single slice (mutiple if partitioned) must occur before the End of Slice CIU for this unit.

	Slice End 
	Indicates the end of carriage of slice (partitioned or unpartitioned). 


7.4 Video Data Units 

7.4.1 Syntax

abstract class GALVideoDataUnit

{


//Empty

}

class GALSliceUnit extends 


extends GALVideoDataUnit(GAL_SLICE)

{

SliceHeader

slice;

// Data for slice header


SliceData


data;

// Data for the slice.

}

class GALPartitionedSliceaPayload 


extends GALVideoDataPayload(GAL_PARTITIONED_SLICE)

{

unsigned int(8)

partitionID;




unsigned int(1)

partitionData[]; 
// Bit data for partition

}

7.4.2 Semantics

In the AVC codec, Video Coding Layer data is divided into slices, which contain the VCL data proper and side information that must be carried in order to decode the slice. In the GAL generic carriage model, slice data may be carried either in a slice CIU, which contains all of the information for a single slice, or in a data partitioned CIU, containing one or more data partitions of slice data. There are two kinds of Video Data Slice Message are described in the next section.

In the table italic font denotes information side information whose syntax is defined by the adaptation layer and bolded text indicates data whose syntax is specified by the VCL layer.

An unpartitioned slice message contains the following information: 

At the Generic NAL level, no order is defined for sending partitioned slice messages; however, specific NALs may impose further constraints on ordering.

7.5 Parameter Set Carriage Unit

7.5.1 Syntax

// In H.263 this is done using table with values 1:1 (square), 12:11 (CIF for 4:3),

// 10:11 (525-type 4:3 picture), 16:11 (CIF stretched for 16:9), 40:33 

class AspectRatio

{


unsigned int(8)


width;


unsigned int(8)


height;

}

class HRDBufferParam

{


unsigned int 



leak;


unsigned int 



capacity;


unsigned int



initial;

}

class GALParameterSet 


extends GALUnitBase(GAL_PARAMETER_SET)
{

// Sequence Parameters 


unsigned int(8)








profile;

unsigned int(8)








level
;


unsigned int(8)








version; 


UVLC












max_picture_id;


unsigned int(32)







timescale;   


// AVC-B109


unsigned int(32)







numUnitsInTick;

// AVC-B109


// HRD Buffer Parameters (see section 13.6 in JWD2V6).


int 












countBufferParam;


HRDParam 










bufferParam[countBufferParam];


// Some things that might be useful are not defined


// maximum long term buffer size (how many long pictures are used)


//
May be determined only by the stream. 


unsigned int(8)








shortTermBufferSize;


AspectRatio









aspect; // Needs to be defined. 


unsigned int(8)








short_term_buffer_size; //
Is this a sequence or GOP parameter? 


// GOP Parameters 


UVLC












pictureWidthInMBs; 




UVLC












pictureHeightInMBs
;




UVLC












displayRectangleOffsetTop; 




UVLC












displayRectangleOffsetLeft;



UVLC












displayRectangleOffsetBottom




UVLC












displayRectangleOffsetRight



 
UVLC 












displayMode;



 
UVLC 












displayRectangleOffsetFromWindowTop



  
UVLC












displayRectangleOffsetFromWindowLeftBorder




// Picture Parameters


unsigned int(1)








entropyCoding;


// CABAC, UVLC


// Full, Half, Quarter, Eighth

  
unsigned int(2)








motionResolution; 



}

7.5.2 Semantics

	profile
	Indicates the profile for this sequence.

	level
	

	max_picture_id
	

	timescale
	

	numUnitsInTick
	

	aspect
	Aspect ratio for pixels in this stream.

	shortTermBufferSize
	Number of frames in the short-term picture buffer.

	pictureWidthInMBs
	

	pictureHeightInMBs
	

	displayRectangleOffsetTop
	

	displayRectangleOffsetLeft
	

	displayRectangleOffsetBottom
	

	displayRectangleOffsetRight
	

	displayMode
	

	displayRectangleOffsetFromWindowTop
	

	displayRectangleOffsetFromWindowLeftBorder
	

	entropyCoding
	

	motionResolution
	


7.6 SEI Messages 

7.6.1 Syntax

abstract class GALSEIMessageBase extends GALUnitBase

{


SEIMessage message;

}
class SEISeqeunceBase extends GALSEIMessageCIUBase

{


SEIMessage message;

}
class SEIGOPMessage extends GALSEIMessageCIUBase 
{


SEIMessage message;

}
class SEIPictureMessage extends GALSEIMessageCIUBase 
{


SEIMessage message;

}
7.6.2 Semantics

	Temporal Reference
	The temporal reference for the picture to which this SEI message pertains.

	FirstMB
	Identifies the slice within the picture using 

	SEI Message Data
	The message type and message data.


	Temporal Reference
	The temporal reference for the picture to which the SEI message pertains.

	SEI Message Data
	The message type and message data.


	GOP ID?
	Need some indication of how to link to a GOP. 

	…
	

	SEI Message Data
	The message type and message data.


	SEI Message Data
	The message type and message data.


7.7 Access Unit

7.7.1 Syntax

class GALAccessUnit extends GALUnitBase(GAL_ACCESS_UNIT)

{


unsigned int(8) 
numberOfUnits;


unsigned int(16)
length[numberOfNumbers];


GALUnitBase


units[numberOfUnits];

}
7.7.2 Semantics
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