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Introduction

In this paper presents the revision of the ABT proposal according to the current working draft WD2. The transform design is modified to fit into 16 bits. The new JM 4x4 transform and an 8x8 transform proposed by Gisle Bjontegaard are used. The new design exhibits less ringing artifacts and superior subjective quality compared to the TML9 proposal. 

The CABAC encoding mechanism is redesigned and a VLC solution is proposed. The intra prediction is extended to 9 prediction modes as adopted at the last meeting. The accompanying contribution JVT-C108 provides the integration of the ABT proposal into the JM20 software. In this paper, the coding elements needed for ABT coding are defined.

The paper is organized as follows: First, the modifications to the bit stream syntax are described. Then the ABT decoding process is described in more detail. A set of simulation results and RD plots is given. Subjective demos will be given at the meeting.

ABT Syntax Elements

Slice Header Syntax

[MWI: not described in JWD2r8,. Include useABT symbol, (useABT=0: no ABT, useABT=1:inter ABT, useABT=2:inter&intraABT)]

	slice_header( ) {
	Category
	Mnemonic

	
Qq
	
	

	}
	
	


Prediction data for 8x8 modes

[MWI: BlockIntra4x4 might be renamed to BlockIntra8x8]

	prediction8x8( mb_type ) {
	Category
	Mnemonic

	
region8x8_type
	4
	ecselbf

	
if ( region8x8_type = = BlockIntra4x4 ) {
	
	

	

if ( useABT > 1 )
	
	

	


intra_block_modeABT
/* determines num_ipred */
	4
	ecselbf

	

for ( i4x4=0; i4x4< num_ipred; i4x4++ )
	
	

	


intra_pred_mode
	4
	ecselbf

	
} else {
	
	

	….
	
	


Prediction data for 16x16 modes

	prediction16x16( mb_type ) {
	Category
	Mnemonic

	
if ( mb_type = = MBintra4x4 )
	
	

	

if ( useABT > 1 )
	
	

	


intra_block_modeABT
/* determines num_ipred */
	4
	ecselbf

	

for ( i4x4=0; i4x4< num_ipred; i4x4++ )
	
	

	


intra_pred_mode
	4
	ecselbf

	
else if ( mb_type != MBintra16x16 ) {
	
	

	…
	
	


Residual Data Syntax

	residual( mb_type )  {
	Category
	Mnemonic

	
if  ( mb_type = = MBintra16x16  )
	
	

	

do
	
	

	


luma_dc_zigzag_token
	5 | 6
	ecselbf

	

while ( lum_dc_zigzag_token != EOB )
	
	

	
for ( i8x8=0; i8x8<4; i8x8++ ) /* each luma 8x8 region */
	
	

	

/* ABT number of sub-blocks num_blks depends on block mode




non-ABT: num_blks=4 */
	
	

	

for (i4x4=0; i4x4< num_blks; i4x4++) /* each sub-block of region */
	
	

	


if (cbp & (1<< i8x8)
	
	

	



if ( double_scan() ) {
	
	

	




do
	
	

	





luma_dblscan0_token
	5 | 6
	ecselbf

	




while ( luma_dblscan0_token != EOB )
	
	

	




do
	
	

	





luma_dblscan1_token
	5 | 6
	ecselbf

	




while ( luma_dblscan1_token != EOB )
	
	

	



} else
	
	

	




do
	
	

	





luma_zigzag_token
	5 | 6
	ecselbf

	




while ( luma_zigzag_token != EOB )
	
	

	
if (cbp & 0x30) { /* chroma DC residual coded */
	
	

	…
	
	


ABT Semantics

Luminance intra coding

If useABT = = 2, ABT intra coding is used. ABT intra coding is very similar to base line 4x4 intra coding. The block size used for prediction is extended to 4x4, 8x4, 4x8, or 8x8 pixels. The transform block sizes is chosen accordingly. MBintra16x16 is not used with ABT intra.

Prediction modes for ABT blocks

The 9 intra prediction modes of base line are modified to be used for ABT intra blocks larger than 4x4. ABT 4x4 intra blocks are predicted using the base line technique.

Prefiltered prediction

Before employed for prediction, the edge pixels of (available) neighboring blocks are gathered in a prediction vector EP. Let P denote the predicted block of N pixels in M lines. P[m,n] is the pixel at horizontal position n, 0<=n<N, and vertical position m, 0<=m<M. The pixels used for prediction shall be identified by R[m,n], with n=-1 & -1<=m and –1<n & m=-1. Only decoded pixels of the same slice are valid for prediction. 

The prediction vector EP contains the reconstructed luminance at valid positions of R. EP is constructed according to the following pseudo code:

offset = 0;

valid_left_down = valid(R[M:M+N-1,-1]);

valid_left      = valid(R[0:M-1,-1]);

valid_up        = valid(R[-1,0:N-1]);

valid_up_right  = valid(R[-1,N:N+M-1]);

if valid_left_down

{

  offset += N;

  for (k=0; k<N; k++)

    EP[offset-k] = R[k,-1];

}

if valid_left

{

  offset += M;

  for (k=0; k<M; k++)

    EP[offset-k] = R[k,-1];

  EP[offset+1] = R[0,-1];

}  

offset+=1;

if valid_up

{

  for (k=0; k<N; k++)

    EP[offset+k+1] = R[-1,k];

  EP[offset] = R[-1,0];

}

if valid_up_right

{

  for (k=N; k<N+M; k++)

    EP[offset+k+1] = R[-1,k];

}

if (valid_left & valid_up)

  EP[offset] = R[-1,-1];

To enhance prediction quality, this vector EP is filtered using the filter 

[1, 2, 1] / 4

with constant extension at the boundaries. 

Mode 0: DC-Prediction

All positions of P are predicted by sum(EP), i.e. the sum of all elements of EP. If there are no valid edge pixels, the block is predicted by P[m,n]=128, 0<=n,m<N,M.

Mode 1: Vertical Prediction

    if(valid_up)

      for(y=0;y<M;y++)

        for(x=0;x<N;x++)

          P[y,x]=EP[offset+1+x];

Mode 2: Horizontal Prediction

    if(valid_left)

      for(y=0;y<M;y++)

        for(x=0;x<N;x++)

          P[y,x]=EP[offset-1-y];

Mode 3: Down-Right Prediction

    if(valid_left&&valid_up)

      for(y=0;y<M;y++)

        for(x=0;x<N;x++)

          P[y,x]=EP[offset+x-y];

Mode 4: Up-Right Prediction (Bidirectional)

    if(valid_left&&valid_up)

      for(y=0;y<M;y++)

        for(x=0;x<N;x++)

          P[y,x]=(EP[offset+2+x+y]+EP[offset-2-(x+y)])>>1;

Mode 5: Down-Right-Down Prediction

    if(valid_left&&valid_up)

    {

      for(y=0;y<M;y+=2)//even lines

        for(x=0;x<N;x++)

          if( (i=x-(y>>1)) >= 0 )

            P[y,x]=(EP[offset+i]+EP[offset+1+i])>>1;

          else

            P[y,x]=EP[offset+1+2*x-y];

      for(y=1;y<M;y+=2)//odd lines

        for(x=0;x<N;x++)

          if( (i=x-(y>>1)) >= 0 )

            P[y,x]=EP[offset+i];

          else

            P[y,x]=EP[offset+1+2*x-y];

    }

Mode 6: Down-Left-Down Prediction

    if(valid_left&&valid_up)

    {

      for(y=0;y<M;y+=2)//even lines

        for(x=0;x<N;x++)

          P[y,x]=(EP[offset+1+x+(y>>1)]+EP[offset+2+x+(y>>1)])>>1;

      for(y=1;y<M;y+=2)//odd lines

        for(x=0;x<N;x++)

          P[y,x]=EP[offset+2+x+(y>>1)];

    }

Mode 7: Right-Up-Right Prediction

    if(valid_left&&valid_up)

    {

      for(y=0;y<M;y++)//even columns

        for(x=0;x<N;x+=2)

          P[y,x]=(EP[offset+-1-(y+(x>>1))]+EP[offset+-2-(y+(x>>1))])>>1;

      for(y=0;y<M;y++)//odd columns

        for(x=1;x<N;x+=2)

          P[y,x]=EP[offset+-2-(y+(x>>1))];

    }

Mode 8: Right-Down-Right Prediction

    if(valid_left&&valid_up)

    {

      for(y=0;y<M;y++)//even columns

        for(x=0;x<N;x+=2)

          if( (i=-y+(x>>1)) <= 0 )

            P[y,x]=(EP[offset+i]+EP[offset+i-1])>>1;

          else

            P[y,x]=EP[offset-1-2*y+x];

      for(y=0;y<M;y++)//odd columns

        for(x=1;x<N;x+=2)

          if( (i=-y+(x>>1)) <= 0 )

            P[y,x]=EP[offset+i];

          else

            P[y,x]=EP[offset-1-2*y+x];

    }

Coding of ABT intra prediction modes

For encoding, the ABT intra prediction modes of the subblocks of a macroblock are grouped in pairs. Since Intra blocks of variable block size might be encoded in one macroblock, a rule has to be defined for grouping the prediction modes: The prediction modes are grouped left to right, top to bottom.


Figure 1: Macroblock in 8x8 Mode with 4 ABT intra subblocks

If the number of intra coded blocks is odd, the prediction mode of the last intra subblock is grouped with a '0' for encoding. E.g. in Figure 1, a macroblock in 8x8 mode containing subblocks with tilings 8x8, 8x8, 8x8, 8x4, is given. The 8x8 prediction modes of subblocks 1,2 are grouped together for encoding. The prediction mode of block 3 is grouped with prediction mode of block 4. The prediction mode of block 5 is grouped with a prediction mode '0' for encoding. 

For encoding of the intra prediction modes, the base line encoding method is used.

ABT Transform Coefficient Decoding

Two transforms, one for blocks of length 8 and one for blocks of length 4, are used for ABT coding. In the following, matrix notation is used to describe the inverse transform process. The 4x4 transform matrix and inverse transform matrix are the ones used for transform when ABT is not employed. The 4x4 transform features different norms in the even and odd basis functions, leading to a set of 3 different norms for a 2-dimensional transform. These norms have to be regarded during the quantization and dequantization processes. The 8x8 transform matrix proposed  for ABT was originally proposed by Gisle Bjontegaard in [Q15-I-39]. This transform matrix has one norm for all basis functions. Transform and inverse transform matrix are identical. The transform matrices are given below. 

T8 = [  

  13, 13, 13, 13, 13, 13, 13, 13

  19, 15,  9,  3, -3, -9,-15,-19

  17,  7, -7,-17,-17, -7,  7, 17

   9,  3,-19,-15, 15, 19, -3, -9

  13,-13,-13, 13, 13,-13,-13, 13

  15,-19, -3,  9, -9,  3, 19,-15

   7,-17, 17, -7, -7, 17,-17,  7

   3, -9, 15,-19, 19,-15,  9, -3 ];

In contrast to the T8 matrix proposed earlier, this transform allows for a 16 bit implementation.

Scanning method

ABT transform coefficients are encoded using the (RUN,LEVEL) model. For each transform block size, a 'simple' zig-zag scan is defined. The scans are given in Figure 2.


Inverse Quantization and transform

The inverse quantization of the ABT transform coefficients for each mode uses the dequantization values given in the table below. Please note that the current design is given for quantization parameters QP=0,…, QP=31. The extension of this range is possible.

According to the base line dequantization procedure, the quantizer step size doubles every 6 QP. The coefficient R(k,i,j) used in the following is mode dependend and chosen from the table below. Additionally, a bit shift parameter are defined.

k  S8x8  S8x4,4x8      S4x4  

0   15      9 11     40  64 51 

1   17     10 12     45  72 57 

2   19     11 14     50  81 64 

3   22     12 16     57  91 72 

4   24     14 17     63 102 80 

5   27     15 20     71 114 90 

Mode 8x8:

R[k][i][j] = S8x8[k] for all i,j

Bshift = 7;

Mode 8x4:

R[k][i][j] = S8x4,4x8[k][0] for all even j

R[k][i][j] = S8x4,4x8[k][1] for all odd j

Bshift = 2;

Mode 4x8:

R[k][i][j] = S8x4,4x8[k][0] for all even i

R[k][i][j] = S8x4,4x8[k][1] for all odd i

Bshift = 2;

Mode 4x4:

R[k][i][j] = S4,4[k][0] for (i,j) = {(0,0),(0,2),(2,0),(2,2)},

R[k][i][j] = S4,4[k][1] for (i,j) = {(1,1),(1,3),(3,1),(3,3)},

R[k][i][j] = S4,4[k][2]  otherwise;

Bshift = 0;

The reconstructed coefficients are multiplied with the dequantization value R

YD(i,j) = YQ(i,j) * R(QP%6,i,j);   i=0,..,N; j=0,...,M

The resulting block YD of size NxM is then inverse transformed horizontally. If N=4, the one-dimensional inverse transform is performed according to WD2, section 9.3.3.3 [JVT-B118r7].  If N=8, a matrix multiply is performed and the result is rounded,

Z = (YD * TN)//Bshift,

where (YD * TN) denotes the appropriate inverse transform operation. The notation (YD * TN)//Bshift means that the resulting value for each element Z(i,j) is down-shifted by Bshift bits with proper rounding. 

Z(i,j) = sign(Z'(i,j) )*[abs(Z'(i,j)) + 2Bshift-1]>>Bshift.

This operation is performed to stay within 16 bit precision. After the vertical inverse transform step the result is finally rounded

X' = (TTM* Z),

X''(i,j) = [X'(i,j) + 26-QP/6-1]>>(6-QP/6).

Finally, the reconstructed sample residual values X''(i,j) are added to the prediction values P(i,j) from motion compensated prediction or spatial prediction and clipped to the range of 0 to 255 to form the final decoded sample result:

S'(i,j) = clip1( P(i,j) + X''(i,j) ).

Deblocking Filter

Deblocking is employed on all subblock and macroblock boundaries. No modifications are introduced to the deblocking filter besides a modification of the determination of ( and (.

No filtering is performed at 4x4 block boundaries inside transformed blocks. I.e., the number of block boundaries that have to be filtered is reduced by 1/2 for blocks of size 8x8 and larger and by a factor of 1/4 for 4x8 and 8x4 blocks.

Without ABT, the threshold parameters ( and ( are driven by the quantization parameter QP. For ABT blocks, the index to the threshold table is increased by IQP. IQP depends on the depth and the width of the neighboring blocks. The depth is the distance to the next block boundary on each side, while the width of the block is the number of pixels at the current boundary.

IQP=0;

if (depth(Block p)==8)

  IQP++;

if (depth(Block q)==8)

  IQP++;

if (width(Block p)==8)

  IQP++;

if (width(Block q)==8)

  IQP++;

clip3(0,3, IQP);

Entropy Coding

For encoding of the ABT coefficients CABAC is employed. New contexts and binarizations are introduced for encoding of the coefficients of ABT blocks. Additionally; a VLC encoding method is introduced to enable encoding of ABT coefficients in VLC mode.

CABAC

For encoding of the ABT coefficients, the base line methods are used. 4x4 blocks are encoded using exactly the base line routines. The context definition of the coefficients of the other modes is described in the following. There is one set of contexts defined for 8x8 blocks and one for 4x8/8x4 blocks. For all modes, the Levels are encoded using the base line routines.

Coeff_Count is used for encoding of the ABT coefficients. The unary binarization is applied for Coeff_Count <16. For Coeff_Count >=16, the 16 zeros are followed by the binary represenation of (Coeff_Count-16). The sync bit is omitted here. The number of bits used for the binary representation is determined by the maximum possible Coeff_Count value in the current mode. The bits of the representation are encoded from low to high, i.e. 20,21,…

Four contexts are used for the first bin. The context is determined by 

ctx_coeff_count(C) = ((CC(A)==0) ? 0 : 1) + 2*(( CC(B)==0)?0:1);

where CC(X) , X=A,B, is the Coeff_Count of the left and top neighboring decoded blocks A and B. The remaining bins are encoded using a context for the 2nd bin, a joint context for the 3rd and 4th bin, a context for the remaining bins of the unary binarization, and one context for the bins of the binary representation.

Run is encoded exploiting the information of Coeff_Count and the previously coded Runs. The binarization of Coeff_Count is used for Runs as well. Here, only one context is used for the first bin. The remaining contexts are defined as with Coeff_Count. Two sets of Run contexts can be chosen, depending on the activity of the block, which is measured by Coeff_Count

 ctx_run = ((COEFF_COUNT) >= 4) ? 1 : 0.

VLC

In VLC mode, all coefficients are encoded as (Level,Run) symbols. Inter blocks use the EOB symbol. For Intra coding, a Coeff_Count symbol is encoded.

Golomb codes of several degrees are employed for encoding of the symbols. The Golomb-0 code is used for encoding of all non-luminance symbols. For ABT, additional Golomb-1,2, and 3 codes are employed. The general structure of these codes is depicted in the table below

	Layer
	Golomb-0
	Golomb-1
	Golomb-2
	Golomb-3

	0

1

2

3

…
	1

01x

001xx

0001xxx

…
	1x

01xx

001xxx

0001xxxx

… 
	1xx

01xxx

001xxxx

0001xxxxx

… 
	1xxx

01xxxx

001xxxxx

0001xxxxxx

… 


Generally, a Golomb code word consists of a sync word 0…01 and an info word x0x1…xn. For ABT coding, a finite number of symbols is encoded using Golomb codes. Symbols that are not in the finite set are encoded using an Escape symbol an separate coding of Level and Run. The Escape symbol is 59 for all used codes.

Since finite alphabets are encoded, the '1'-bit of the sync word is omitted in the layer containing the Escape symbol.

Intra Coeff_Count

Intra Coeff_Count is encoded using the Golomb-2 code:

	Coeff_Count
	Golomb-2 symbol

	0
	100

	1
	101

	2
	110

	3
	111

	4
	01000

	…
	…


2D (Level,Run) Symbols

The Golomb code used for encoding the (Level,Run) symbols is block mode dependend:

	
	Inter
	Intra

	Block Mode
	Degree
	Layers
	Degree
	Layers

	8x8
	0
	6
	2
	4

	8x4,4x8
	1
	5
	2
	4

	8x8
	2
	4
	2
	4


Code Tables

Four tables are used to adapt the set of Golomb codes to the symbol statistics. The intra tables are chosen QP-dependent. The tables contain the (odd) code word numbers for Level>0. Level<0 is encoded using the even numbers. EOB is encoded as code word 0. In case of Intra coding, no EOB symbol is encoded and the symbols are shifted –1 in the table.

Symbols that are not in the table are encoded by sending the Escape Symbol 59 first and then Level using Golomb-3 and Run using Golomb-2. Here, no finite alphabet is assumed. The Levels are arranged as follows

level  code word

  1      0

 -1      1

  2      2

 -2      3

  3      4

 -3      5

  4      6

  ...

The code tables are given below:

Inter 

             level

     0  1  5 13 21 31 39 47

     *  3 15 33 51  *  *  *

     *  7 25 53  *  *  *  *

     *  9 35  *  *  *  *  *

     * 11 45  *  *  *  *  *

  run* 17 55  *  *  *  *  *

   | * 19  *  *  *  *  *  *

   V * 23  *  *  *  *  *  *

     * 27  *  *  *  *  *  *

     * 29  *  *  *  *  *  *

     * 37  *  *  *  *  *  *

     * 41  *  *  *  *  *  *

     * 43  *  *  *  *  *  *

     * 49  *  *  *  *  *  *

     * 57  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

Intra table 1 (QP < 14)

             level

     0  1  3  7  9 13 19 21

     *  5 15 25 31 39 45 49

     * 11 29 41 51  *  *  *

     * 17 35 55  *  *  *  *

     * 23 43  *  *  *  *  *

  run* 27 57  *  *  *  *  *

   | * 33  *  *  *  *  *  *

   V * 37  *  *  *  *  *  *

     * 47  *  *  *  *  *  *

     * 53  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

Intra table 2 (14 <= QP < 22)

             level

     0  1  3  9 13 19 23 31

     *  5 15 27 37 49 57  *

     *  7 25 43  *  *  *  *

     * 11 35  *  *  *  *  *

     * 17 45  *  *  *  *  *

  run* 21 51  *  *  *  *  *

   | * 29  *  *  *  *  *  *

   V * 33  *  *  *  *  *  *

     * 39  *  *  *  *  *  *

     * 41  *  *  *  *  *  *

     * 47  *  *  *  *  *  *

     * 53  *  *  *  *  *  *

     * 55  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

     *  *  *  *  *  *  *  *

Intra table 3 (QP>=22)

             level

     0  1  5 13 21 33 43 57

     *  3 17 31 49  *  *  *

     *  7 25 47  *  *  *  *

     *  9 35  *  *  *  *  *

     * 11 41  *  *  *  *  *

  run* 15 51  *  *  *  *  *

   | * 19  *  *  *  *  *  *

   V * 23  *  *  *  *  *  *

     * 27  *  *  *  *  *  *

     * 29  *  *  *  *  *  *

     * 37  *  *  *  *  *  *

     * 39  *  *  *  *  *  *

     * 45  *  *  *  *  *  *

     * 53  *  *  *  *  *  *

     * 55  *  *  *  *  *  *

     *  *  *  *  *  *  *  *
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Simulation Results

Simulation Conditions Interlaced 

The following conditions were used for the interlaced simulations. Since Interlaced coding was not available in JM20, the IP BB BB PP mode could not be used in these simulations. Both JM20 and ABT are encoded with the same configuration. 

	Seq. Type
	- CCIR

- HHR

	Picture Structure
	- II II II 

- IB BB BB PB BB BB PB

	Motion Resolution
	¼ pel

	Quantization Parameters
	16,20,24,28  [QP(B) = QP(I/P)+2]

	Search Range
	16 pixel

	Hadamard (SATD)
	ON

	Reference Frames
	2

	Entropy Coding
	CABAC


The following test sequences were used

	Sequence Name
	Frame Size
	No. of Frames

	F1_car
	720x576
	220

	Canoa
	720x576
	220

	Rugby
	720x576
	220

	Tempete
	720x480
	260

	Football
	720x480
	260

	Bus
	720x480
	150


The sequences (except for Bus) are available from the VQEG ftp site (www.vqeg.org). They were converted from 422 to 420 using the converter tool provided by Peter Borgwardt [VCEG-N85]. Only field based coding was used for the simulations.

Results

        |     CCIR I5BP    |      CCIR III     |     HHR I5BP   |      HHR III

Seq     |   dSNR,    dRate |    dSNR,    dRate |  dSNR,    dRate|   dSNR,    dRate  

Bus     |  0.280 dB  -6.46 |  0.134 dB   -2.13 | 0.237 dB  -5.83| -0.015 dB   0.20 

Canoa   |  0.161 dB  -4.87 |  0.267 dB   -5.54 | 0.175 dB  -4.86|  0.225 dB  -3.95 

F1 Car  |  0.066 dB  -1.61 |  0.179 dB   -2.89 | 0.053 dB  -1.49|  0.053 dB  -0.89 

Football|  0.284 dB  -6.81 |  0.279 dB   -5.70 | 0.134 dB  -3.35|  0.063 dB  -1.34 

Rugby   |  0.258 dB  -5.68 |  0.359 dB   -6.09 | 0.093 dB  -2.19|  0.108 dB  -2.01 

Tempete |  0.327 dB  -8.81 |  0.235 dB   -3.18 | 0.182 dB  -4.96|  0.046 dB
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Figure 2 : Zig-Zag scan for all transform block sizes
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