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Summary

This document discusses primarily the different properties of implementing Slice Interleaving on the VCL and the NAL layer.  The actual simulation results for a VCL-based implementation were rolled into JVT-C090 for practical reasons.  Theoretical thoughts presented here make clear that VCL/FMO based Slice Interleaving has advantages in terms of overhead.  However, NAL-based slice interleaving is still very useful in heterogeneous networking scenarios, and it “comes free” with the VCL/NAL design of JVT 1.

Traditional Slice Interleaving

Slice interleaving (or, better, Macroblock Line interleaving) is an error resilience technique that was introduced in 1998 by one of the authors and his colleagues at The University of British Columbia.  The basic concept is to packetize all “even” numbered macroblocks in one packet and all “odd” numbered macroblocks in another packet.  Figure 1 depicts the relationship:

[image: image1.bmp]
All current video coding standards allow slice interleaving when system support is available to re-generate a bit stream in which the slices occur in scan order.  Without such system support, slice interleaving requires a standard that supports non-scan-order slices (H.263 or H.26L).  

The overhead of Slice Interleaving comes primarily from the broken in-picture prediction for the macroblock-line shaped slices and from the slice headers.  For small picture sizes, this overhead is substantial and can reach 20% or more of the coded bits, but the improvement in error resilience through facilitated error concealment is equally great, so that Slice Interleaving has now found its way into commercial videoconferencing products and, rumor has it, streaming systems as well.

Overhead of NAL-based Slice Interleaving in H.26L

In H.26L, Slice interleaving can be implemented using regular scan-order slices having the shape of a macroblock-line, and compound packets.  The scheme has been implemented and academic papers report encouraging results.  However, there is a substantial overhead involved using this method, which comes from two sources:

· The overhead of a compound packet is two bytes per carried NALP, and

· Each macroblock line requires its own slice header, which is often somewhere between 2 and 3 bytes in size (for QCIF, somewhat bigger for larger picture sizes).  

In the following, an average of 4 bytes overhead per macroblock line resulting from the two sources mentioned above is assumed.

A third contributor is the broken in-picture prediction when using relatively small slices.  This factor is difficult to predict and highly dependent on the source content and target bit rate.  For the following discussions it is ignored, and hence the overhead calculate is a best-case scenario.  Furthermore, there is an overhead associated with the fact that at least two RTP packets are used when slice interleaving is enabled (otherwise it could not help error concealment).  The overhead for an additional RTP packet is roughly 40 bytes (for the IP/UDP/RTP header).

· A QCIF picture has 9 macroblock lines.  With the above assumptions in mind, the overhead for NAL-based slice interleaving is 9*4 + 40 bytes or 76 bytes per picture.  At a frame rate of 10 fps, this results in 6.08 Kbit/s overhead at an operation point where 32 to 64 Kbit/s data rates are common.

· For a CIF picture with 18 MB lines, and a frame rate of 30 fps, the overhead is 26.88 Kbit/s.  Such sequences are often transmitted in the 250 to 300 Kbit/s range.

Hence, we believe it is fair to say that the overhead for NAL-based Slice Interleaving is minimal roughly 10% of the bit rate (more for content where in-picture prediction is very beneficial and for I-pictures).

Overhead of FMO-based Slice Interleaving

When using FMO, there is neither overhead for coding the Slice headers nor compound packets.  The only overhead incurred is for the additional packet.  For the QCIF, 10 fps example above the overhead is hence reduced to 3.2 kbit/s.  For the CIF example, one has to remark that in many cases two packets will be needed anyway, in order to stay within the MTU size limits.  Hence, the overhead for the CIF example is zero.  Of course the penalty due to the broken in-picture prediction mechanisms remains.

Is there a reason to discuss NAL-based Slice Interleaving?

Yes.  Not from a R-D performance point-of-view, but from a system standpoint.  One of the great advantages of JVT is that it is possible to transcode between networks with different MTU sizes and loss characteristics through the use of compound packets.  For example, a wireless terminal may wish to send H.223 AL3 SDUs with a maximum size of 100 bytes (in order to prevent segmentation by the H.223 mux level – always a good idea).  An H.324/M to IP gateway can stupidly concatenate the Slices received from the wireless side into a compound packet.  However, a smart gateway may want to sense the error characteristics of the wireline IP network, and if it senses packet losses, it may use interleaving packetization in order to facilitate the error concealment at the decoder.  

Is there a need for FMO-based Slice Interleaving?

Yes.  Clearly, the overhead incurred by NAL-based Slice Interleaving is too big to make it useful for low bitrate connections – optimized intra placement is cheaper than error concealment support (a ridiculous thought, but true considering the overhead).  Many of our systems can still rely on running in a homogenous environment, where there is no need for on-the-fly MTU size changes.  For such environments, FMO-based Slice Interleaving should be the method of choice.

Figure � SEQ Figure \* ARABIC �1�: Slice Interleaving.  The gold MBs belong to SliceGroup1, the green MBs to SLiceGroup 2.
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