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1. Summary

This contribution proposes level definitions for the JVT codec. First, we propose that display constraints are excluded from the scope of JVT levels. Then, we show that streaming applications can improve visual quality by utilizing larger buffers and buffering times compared to low-delay applications. To reflect this characteristic, we propose a two-dimensional matrix of levels: each processing level is associated with storage space levels (or vice versa).
The peak processing rate in pixels per second and the peak bit-rate in bits per second define the proposed processing levels. A different definition of the peak bit-rate is needed for low-latency and high-latency applications. In low-latency applications, the peak bit-rate is equal to the peak transmission bit-rate, whereas in high-latency applications, the peak bit-rate is equal to the peak video bit-rate. See section 2.3 for further details.

There is a joint storage space for pre-decoder and post-decoder buffers. Two storage space levels, one for low-delay applications and another one for streaming, are proposed. Storage space levels are relative to processing levels (or vice versa). See section 2.4 for further details.

A Hypothetical Reference Decoder (HRD) compliant with the spirit of the current HRD in JVT WD is proposed in section 3. The proposed HRD includes a low-delay mode that can be used in conversational applications. Moreover, signaling of buffering parameters with the Supplemental Enhancement Information mechanism is proposed.

The conformance requirements for streams of coded data and for decoders are summarized in section 4.

We propose that the following information is signaled in the parameter set structure:

· Profile

· Processing level

· Storage space level

· Buffering mode, either low-delay or normal

· Use of motion vectors over picture boundaries

Furthermore, we propose a 1400-byte limit for the maximum non-compound NAL packet size in low bit-rates.

2. Levels

2.1 Scope of Levels

The JVT levels cover coded data streams and decoders only, and they do not cover the display process. This is a different approach compared to H.263, for example. 

For example, some systems may not be able to display more than 30 frames per second, but they can still decode in a higher rate. Other systems may be able to decode at the same rate while also being able to display more than 30 frames per second. It does not make sense to have a separate level for the first system that is constrained in display frame rate only.

As a consequence, when the JVT codec is incorporated into "system" standards, such as 3GPP multimedia specifications, display constraints have to be decided in addition to JVT profiles and levels. For example, 3GPP might want to limit the picture size to QCIF and the maximum frame rate to 15 Hz.

2.2 Processing and Storage Levels

It is clear that decoders are characterized by their processing capability. Moreover, we identified that conversational and other low-delay applications typically require less memory than streaming applications. To reflect this characteristic, we propose a two-dimensional matrix of levels: each processing level is associated with two storage space levels (or vice versa). One storage space level is primarily for low-delay applications, while the other one is mainly for streaming applications. A pair of processing and storage space levels is an operating point of a decoder constrained by decoder’s processing and storage capabilities. 

2.3 Processing Levels

2.3.1 Peak Bit-Rate

Contributions JVT-B050 and JVT-B089 proposed complexity-constrained HRD models. However, the concept of complexity-constrained HRDs was considered as an overkill in the second JVT meeting. The Profiles and Levels Framework draft (JVT-B108) specifies levels based on peak processing rate in pixels per second. In the following, we show that this constraint is not enough for practical implementations. Furthermore, we propose a simple solution that does not require changes to HRD.

Internet and mobile streaming applications are characterized by the fact that relatively much data (typically a couple of seconds) is buffered prior to decoding. Encoders can then allow instantaneous video bit-rate to fluctuate in order to achieve a stable picture quality. Consequently, the prevailing transmission/reception bit-rate of data may differ significantly from the prevailing decoding rate of data. For example, a complex scene transition may allocate remarkably more bit-rate than the average bit-rate and the transmission rate of the stream. 

Low-delay applications, such as video conferencing, are characterized in that data is decoded (nearly) as soon as it is received. Consequently, the prevailing transmission/reception bit-rate is approximately equal to the decoding bit-rate. Low-delay applications are also characterized by the fact that decoding timestamps may not be used.

Earlier standards have included the peak transmission bit-rate in the definition of levels. We have understood that the reason for specifying the peak transmission bit-rate was to limit the processing constraints of the decoder. This suits low-delay applications, where the transmission/reception bit-rate is approximately equal to the video bit-rate. However, as discussed in the paragraph above, the peak transmission bit-rate may not correspond to the peak video bit-rate especially in streaming applications. Thus, we propose level definitions based on the peak transmission bit-rate for the low-delay mode and based on the peak video bit-rate otherwise. 

There is yet another reason to use the peak video bit-rate as a level constraint: Many of today’s networks, such as the Internet, do not inherit an absolute maximum throughput per connection. Moreover, the packet-switched channels of the third generation mobile network, UMTS, can be reserved so that temporary exceeding of guaranteed connection bit-rate is allowed. Thus, there are transmission systems that allow fluctuating transmission bit-rate. Limiting the maximum transmission rate in a video standard is not practical in such transmission systems. 

The peak video bit-rate of a coded data stream is defined as the maximum of the sum of the coded size of data units whose decoding time is within any one-second window. Every NAL packet type and the entire size of NAL packets are included in the calculation. NAL packets not associated with a decoding time, such as SEI packets, are included in the calculation if they are transmitted later than the first packet of the window and earlier than the last packet of the window. The decoding time of the last packet of the window is less than or equal to one second more than the decoding time of the first packet of the window. 

The instantaneous transmission bit-rate is defined as the amount of data transmitted at once divided by the period of time until the next piece of data is transmitted. The maximum transmission bit-rate is equal to the maximum instantaneous bit-rate.

We considered that the same bit-rates for both the peak video bit-rate and the peak transmission bit-rate are sufficient for level definitions. Thus, no distinction between the two definitions of peak bit-rates is made in the level definitions. In order to let the receiving decoder know, which definition of the peak bit-rate was used, we propose that an appropriate indication is inserted in the parameter set structure. We call this indication as the buffering mode indication. It can have two values: low-delay mode where the peak transmission bit-rate is valid, and normal mode where the peak video bit-rate is valid in the level definitions.

2.3.2 Design Decisions

As we do not think that we have enough expertise to design the levels above “mobile” bit-rates, we only propose the first three levels. The peak bit-rates are selected using a bit-rate that is from twice bigger than the bit-rate of the previous level. The peak processing rates are the same as in JVT-B108.

We do not see a reason to limit the maximum frame rate as was done in JVT-B108. We think that such limitations are a subject of system-level specifications defining all the displaying limitations of the system, including maximum frame rate and maximum picture size.

2.4 Storage Space Levels

2.4.1 Underlying Design Assumptions

We believe that a typical decoder implementation is constrained by two types of memory: First, there is a certain amount of “on-chip” memory, which can be accessed fast without any or with few wait states. Second, there is a larger amount of “external” memory that can be accessed with DMA or similar operations slower than the “on-chip” memory. The amount of “on-chip” memory is typically smaller than the amount of “external” memory, as the “on-chip” memory is likely to be integrated with the processor and is more costly. Based on these assumptions, the following conclusions can be made:

· Level constraints should address “on-chip” and “external” memory separately.

· It does not make any difference for the decoder if a chunk of memory is used to buffer coded data or reconstructed pixel data. 

Having a joint limit on the amount of “external” memory gives the encoder the freedom to choose between a large pre-decoder buffer and a large post-decoder buffer. Moreover, signaling of the pre- and post-decoder buffer sizes whose total size is smaller than the requirement of the storage space level in use might enable the implementation to use the saved memory to something else. Thus, we propose a joint limit for pre-decoder and post-decoder buffer sizes.

In order to calculate the size of the picture buffers in the hypothetical reference decoder, the following assumptions are made:

· It is assumed that the picture currently being reconstructed requires a memory buffer for the full picture.

· It is assumed that the edge pixels are replicated to simplify motion compensation process when motion vectors point outside picture boundaries. 

· As motion vectors over picture boundaries provide only a moderate compression gain in small picture sizes (contribution VCEG-M34 reports about 1 % coding gain in QCIF and about 6 % coding gain in CIF), we propose that the possibility of having motion vectors over pictures boundaries is signaled in the parameter set. This enables saving of memory both in the HRD and in practical implementations.

· No constraints on picture aspect ratio have to be made (as was done in JVT-B108), because motion vectors over picture boundaries are taken into account in the memory consumption explicitly.

Based on the assumptions above, the hypothetical size of the memory buffer for a picture is calculated as follows:

· The stored width of the luminance picture in pixels is the number of macroblocks in a macroblock row times 16. If motion vectors over picture boundaries are in use, the total width of the picture in pixels is the stored width plus (about) 20 (exact value is to be agreed among JVT). Otherwise, the total width of the picture equals to the stored width.

· The stored height of the luminance picture in pixels is calculated similarly to width.

· The stored width and height of the chrominance pictures in pixels are calculated similarly to the corresponding luminance values.

· If 4:2:0 sampling is in use, the hypothetical size of the memory buffer for a picture is luminance_stored_width x luminance_stored_height + 2 x chrominance_stored_width x chrominance_stored_height. 

· At the moment, it remains unclear if the same calculation can be used for interlaced pictures.

2.4.2 Detailed Design Decisions

This section explains how the proposed values for storage space levels were obtained. 

Storage space level 1 is targeted for low-delay applications. We considered that a post-decoder buffer equal to the size of two frame memories is sufficient for these applications. The two frame memories can be used for example

· to improve compression efficiency using two reference frames,

· to improve error resiliency using a “reliable” reference frame in addition to the most recent one, or

· to store both of the anchor frames of a B-picture.

A primary target picture size for each processing level was picked (manually). The hypothetical size of the memory buffer required for each primary target picture size was calculated.

The size of the pre-decoder buffer for MPEG-4 Visual Simple Profile Level 1, 20480 bytes, was used as a basis of the memory requirements of the pre-decoder buffer in storage space level 1. The pre-decoder buffer size for other primary target picture sizes was selected to be linearly proportional to the number of pixels in the picture. For example, the pre-decoder buffer size for CIF is 20480 x (352x288) / (176x144) = 81920 bytes.

The total size of the required memory is a sum of memory for the current reconstructed picture, the post-decoder buffer size, and the pre-decoder buffer size. 

Storage space level 2 is targeted for streaming applications. We considered that a post-decoder buffer equal to size of eight frame memories is sufficient. The frame memories can be used for example

· to have more than one B frame between stored anchor frames,

· to improve compression efficiency using multiple reference frames,

· to enable enhanced GOP functionality (see JVT-B042), or

· to improve error resiliency using temporally backward prediction (see Q15-K38).

The extended size of the pre-decoder buffer in storage space level 2 can be used

· to enable larger video bit-rate variation and obtain more stable image quality,

· to enable multi-picture slice interleaving (V Varsa, M. Karczewicz, "Slice interleaving in compressed video packetization", Packet Video Workshop 2000) can be used,

· to enable sending data in advance of its needed time. Critical data (e.g., some I-frames) could be sent early using an ARQ scheme to make sure it arrives before it is needed. Alternatively, some data can be pre-delivered to smooth over fluctuations in the bit rate needed to code the video to a given fidelity. 
An educated guess of three times bigger pre-decoder buffer size as in the storage space level 1 was made. Altogether, storage space level 2 requires three times more memory than storage space level 1, which is a big enough step to justify the need for separate levels.

2.4.3 “On-chip” Memory

“On-chip” memory is needed for coded data. Having a fixed size limit in pieces of encoded data helps in allocating the right amount of memory for various buffers used in the transport decoder and in the video decoder. We considered that two decoder implementation approaches could be taken – either to process one macroblock at a time or one NAL packet at a time without a need to flush the “on-chip” memory and read new data in. 

In the first alternative, the decoder should be sure that it reads at least one macroblock at a time to the “on-chip” memory in order to be able to parse a macroblock at one pass. We agree on the maximum coded macroblock sizes proposed in JVT-C026.

In the second alternative, the NAL packet size is limited. For historical reasons, a practical limitation in RTP/UDP/IP transmission is 1500 bytes for the packet including the packet headers. As RTP/UDP/IPv6 headers allocate 60 bytes, this leaves 1440 bytes for the NAL packet. To be in the safe side, we propose that 1400 bytes is the maximum size of a non-compound NAL packet. However, we realized that a 1400-byte slice might be just a couple of macroblocks in high bit-rates, which may cause a drop in compression efficiency. Furthermore, RTP might not be used as a transmission mechanism in high bit-rates. Therefore, we propose the 1400-byte NAL packet limit for the first three levels only. We believe that the NAL packet size limitation improves the operation of gateways between different networks and video communication systems. 

H.263 limited the maximum coded size of a picture. Meeting this limit required special care in the rate control algorithm and complicated the implementation. We did not see it reasonable to have a limit of the coded picture size in the JVT codec.

2.5 Proposed Levels

We propose the following processing and storage space levels. As we do not think that we have enough expertise to design the levels above “mobile” bit-rates, we only propose the first three levels. The target picture size of the first two ones is QCIF and for the third one it is CIF. 

	Level number
	Peak Bit-Rate
(bits/second)
	Peak Processing (pixels/second)
	Storage space level 1 (bytes)
	Storage space level 2 (bytes)

	1
	64,000
	380,160
	134,528
	403,584

	2
	128,000
	760,320
	134,528
	403,584

	3
	256,000
	1,520,640
	660,512
	1,981,536


See the accompanying Excel file (JVT-C069_AppendixA.xls) for details. The “Frame rate” worksheet shows the effective maximum frame rates for each proposed processing level, for a variety of commonly encountered picture formats. The “Storage space levels” worksheet shows the calculations done to obtain the values in the table above.

Open issue: The maximum number of active parameter sets should be limited according to the level in use. We did not have enough insight into the issue to propose appropriate maximum values, though.

2.6 Signaling of Levels

We propose the profile, the processing level, and the storage space level in use are signaled in the parameter set structure.

3. Proposed Hypothetical REference Decoder

3.1 Key Design Aspects

3.1.1 Two Operation Modes

Low-delay applications, such as video conferencing, are characterized in that data is decoded (nearly) as soon as it is received and decoding timestamps may not be used. To reflect this fact, two modes are defined in the buffering model: low-delay and normal mode. 

The HRD model in JVT WD, called generalized hypothetical reference decoder (GHRD), was proposed in document VCEG-N58. It provides a way to signal a pre-decoder buffer size and an initial buffering delay for a set of transmission bit-rates. A suitable buffer size and initial buffering delay can be calculated for any transmission bit-rate based on the signaled values. While the proposed buffering model looks different from the one described in the JVT WD, it is fully compatible with the spirit of GHRD. 

3.1.2 Slice-Based Operation

The minimum unit to encapsulate in a transmission packet is a NAL packet, which typically contains a slice or a data partition. The minimum relatively independently decodable unit is a slice. Consequently, the proposed buffering model assumes that a whole NAL packet is transmitted at a time. The model also assumes that packet-based networks and transmission protocols are used, and therefore a whole slice or a whole data partition is received at a time. In other words, no byte-or bit-oriented channels are assumed as in H.263, MPEG-2, and MPEG-4 buffering models. If a byte-oriented model is needed for a system, such as H.320, it has to be defined separately.

3.1.3 Unification of Picture Buffering for Referencing and Display

Decoders may need to buffer multiple uncompressed pictures for two reasons: First, the pictures can be used as a reference for motion compensation. Second, buffering might be required to enable displaying at a correct rate. For example, conventional B pictures are decoded after its anchor pictures but displayed before its latter anchor picture. We propose that the buffer handling for both of these cases is unified. We call the unified buffer as the post-decoder buffer. Notice that some pictures of the post-decoder buffer, such as conventional B pictures, cannot be referred to in the motion compensation process. A picture can be removed from the post-decoder buffer when it is displayed and when it is no longer needed as a reference picture.

3.2 Overview of the Buffering Model

The proposed hypothetical reference decoder is based on a buffer model presented in this section. The model is based on two buffers: the pre-decoder buffer and the post-decoder buffer. The pre-decoder buffer buffers compressed data and copes with variations of transmission bit-rate. The post-decoder buffer contains reconstructed pictures that are used for reference picture for motion compensation and/or wait for a correct moment to be virtually displayed.

In many environments, such as in Internet streaming applications, the same bitstream can be transmitted over a variety of links having different bit-rates. The operation of the pre-decoder buffer depends on the transmission bit-rate. The pre-decoder buffer size and a suitable initial buffering delay can be signaled for a set of transmission bit-rates. According to the generalized HRD design (VCEG-N58), a suitable buffer size and initial buffering delay can be calculated for any transmission bit-rate based on the signaled values.

Three timestamps can be associated for a data unit (a NAL packet or a picture). Each NAL packet is associated with a transmission time. Each picture is associated with a decoding time and a presentation time. 

Time-related parameters are given in a common time-scale, such as clock ticks of a 90-kHz or a 27-MHz clock.

3.3 Operation of the Buffering Model

3.3.1 General

The model can be applied to any continuous and independently decodable part of a coded bit-stream. In case of discontinuities, such as accessing a bit-stream from a random position, the model is reset to its initial state.

The buffers are initially empty.

The buffers are examined at each timestamp clock tick.

3.3.2 Operation of the Pre-Decoder Buffer

A NAL packet, including its header, is added to the pre-decoder buffer at its transmission time. 

No data is removed from the pre-decoder buffer during a period called the initial pre-decoder buffering period. The period starts when the NAL packet is added to the buffer.

When the initial pre-decoder buffering period has expired, the decoding timer is started from the decoding time of the earliest picture in the buffer. 

In the low-delay buffering mode (that is signaled in the parameter set), if at least one complete coded picture is in the buffer, then all the data for the earliest complete picture in coding order is removed from buffer. In the normal buffering mode, a coded picture is removed from the pre-decoder buffer at its decoding timestamp.

NAL packets not associated with a decoding timestamp are removed from the pre-decoder buffer when the next new picture in reception order is removed from the buffer.

3.3.3 Operation of the Post-Decoder Buffer

A reconstructed picture is added to the post-decoder buffer at the same time when the corresponding coded picture is removed from the pre-decoder buffer.

Data is not removed from the post-decoder buffer during a period called the initial post-decoder buffering period. The period starts when the first picture is added to the post-decoder buffer.

When the initial post-decoder buffering period has expired, the playback timer is started from the earliest display time of the pictures residing in the post-decoder buffer at that time.

A picture is virtually displayed when the playback timer reaches the scheduled presentation time of the picture.

A picture memory is marked unused in the post-decoder buffer when it is virtually displayed and when it is no longer needed as a reference picture.

3.4 Signaling of HRD Parameters

3.4.1 General

When pre-stored content is streamed, it is beneficial to have random access points in the coded data stream to allow client-originated seeking. Each random access point may have an initial buffering period that differs from the one in the other random access points. Thus, if initial buffering periods were included in the parameter set, an excessive amount of pre-defined parameter sets might have to be used or error-prone in-band parameter updates might have to be used. Thus, we propose signaling of buffering periods within SEI.

We believe that most often the buffer sizes remain constant through the coded sequence. Moreover, the decoder must receive the buffer sizes reliable in order to allocate an appropriate amount of memory for pre- and post-decoder buffers. Thus, buffer sizes are signaled in the parameter set. (If contribution JVT-C078 is adopted, buffer sizes are conveyed in the independent GOP parameter set.)

3.4.2 Notation

The notation presented in section 7.1 of JVT WD2 is used in this section to describe the syntax of the proposed parameter set structures. As we did not understand the meaning of the “Category” column in the notation, we left it blank.

3.4.3 Parameter Set Syntax and Semantics

3.4.3.1 Syntax

The following additions are proposed into the parameter set syntax:

	
	Category
	Mnemonic

	
…
	
	

	
num_pre_decoder_operation_points_minus_1
	
	ecselbf

	
for (loop_count = 0; 


loop_count <= num_pre_decoder_operation_points_minus_1; 


loop_count++) {
	
	

	

transmission_byte_rate
	
	uimsbf(32)

	

pre_dec_buffer_size
	
	uimsbf(32)

	
}
	
	

	
post_dec_buffer_size
	
	uimsbf(32)

	
…
	
	


3.4.3.2 Semantics

The number of pre-decoder operation points (num_pre_decoder_operation_point_minus_1 + 1) corresponds to number of leaky buckets in GHRD. transmission_byte_rate is the transmission rate in bytes per second that is expected in the corresponding buffer size and initial buffering period values. pre_dec_buffer_size is the size of the pre-decoder buffer in bytes. post_dec_buffer_size is the size of the pre-decoder buffer in bytes. 

3.4.4 Buffering Period SEI Message

3.4.4.1 Definition

This message signals the initial buffering period for the next received independent GOP defined in JVT-C083. In case of RTP transmission, it may be beneficial to include the message in the same compound packet as the first piece of coded data (IDERP) of the new independent GOP. Decoders that have decoded the same coded data stream continuously need not parse the message. Decoders that have accessed the independent GOP randomly should perform initial buffering of data according to the signaled values.

3.4.4.2 Syntax

	buffering_period_message ( ) {
	Category
	Mnemonic

	
parameter_set_id(independent_GOP_parameter_set)
	
	

	
for (loop_count = 0; 


loop_count <= num_pre_decoder_operation_points_minus_1; 


loop_count++)
	
	

	

initial_pre_dec_buffering_period
	
	uimsbf(32)

	
initial_post_dec_buffering_period
	
	uimsbf(32)

	}
	
	


3.4.4.3 Semantics

The parameter set ID indicates the parameter set that contains the valid number of pre-decoder operation points and the valid definition of timestamp clock frequency. The parameter set identifier structure proposed in JVT-C078 is used.

For each pre-decoder buffer operation point, initial_pre_dec_buffering_period indicates the initial pre-decoder buffering delay in clock ticks. Similarly, initial_post_dec_buffering_period indicates the initial post-decoder buffering delay in clock ticks. The accuracy of clock ticks is conveyed in the parameter set structure as proposed in JVT-C070.

4. Conformance Requirements

4.1 Requirements for a Compliant Stream of Coded Data

A transmitted or stored stream of coded data complying with a certain profile shall not be coded using any coding tool not included in the profile.

A transmitted or stored stream of coded data complying with a certain level fulfils the following requirements:

· The occupancy of the pre-decoder buffer shall not exceed the default or signaled buffer size.

· The occupancy of the post-decoder buffer shall not exceed the default or signaled buffer size.

· Each picture shall be available in the post-decoder buffer before or on its presentation time.

· If buffer sizes are signaled explicitly, their total size shall not exceed the limit defined by the processing and storage space level in use.

4.2 Requirements for a Compliant Decoder

A decoder conforms to a profile, a processing level, and a storage space level, if all of the following requirements are fulfilled:

· A decoder shall be capable of receiving and parsing all the pictures in any compliant stream of coded data when the same buffer sizes are assumed both in the decoder and in the bit-stream. This definition of conformance leaves the decoder an option to cope with evil bitstreams and sudden fluctuations of computation time in a multi-tasking system. Moreover, excluding the decoding requirement from a conformant decoder gives the decoder the freedom to decide, which parts of the coded data are worth decoding.
· The decoder shall pass each picture to a display process at the same time when the hypothetical reference decoder would display the picture virtually.
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