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_____________________________
We propose modifications to the definitions of the first and second level IDCT and dequantization formulas given in [1] section 9.3.3.  The goal is to provide simpler normative descriptions.  We provide a uniform dequantization definition for all coefficients and we eliminate the need to define the rounding of intermediates during the 1st level IDCT.  This proposal uses the computational resources described in [2] as a target for low complexity implementations.  Specifically, an implementation needs 16-bit multiplication, 16-bt memory accesses, and 32-bit ALU and registers.  There is no impact on coding performance.  
Second Level IDCTs

There are two second level transforms the 2x2 Chroma DC transform and the 4x4 Luma DC transform these are based on Hadamard transforms.  A traditional order of inverse transform and dequantization operations is shown in Equation 1.  In this equation, H is a 2x2 or 4x4 Hadamard transform and M is 1 or 2 respectively.  With this order, the inverse Hadamard transform is applied to dequantized values.  An alternative implementation is shown in Equation 2.  In this implementation, values are not dequantized before the inverse Hadamard transform.  The inverse transform is computed on the quantization levels.  The results are then dequantized.  In both cases the final results are scaled using a right shift by M bits where M=1 for 2x2 and M=2 for 4x4.
Equation 1 Traditional form order of dequant and IDCT for 2nd level transforms 
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Equation 2 JM form of Second level IDCT expressions
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The definitions in Equation 1 and Equation 2 are equivalent giving different implementations but the same result.  The reason is dequantization consists of multiplication by a scalar K which commutes with the inverse Hadamard transform calculation Equation 3 Hadamard and dequantization.  

Equation 3 Hadamard and dequantization


[image: image3.wmf])

(

)

(

)

(

)

(

H

C

H

dquant

H

C

dquant

H

H

C

H

K

H

C

dquant

H

H

C

K

H

H

C

dquant

H

T

T

T

T

T

T

·

·

=

·

·

·

·

·

=

·

·

·

·

·

=

·

·


Examining the JM reference code, [2] , we see that decoding 4x4 DC blocks is implemented using the second form where dequantization follows the inverse transform calculation.  We see that decoding 2x2 DC blocks is implemented using the first form where the dequantization precedes the inverse transform calculation.  The difference in implementation is the dynamic range of intermediates.  

The description in [1] is based on reordering the dequantization and IDCT, as in Equation 2.  In this order, the intermediates following the inverse Hadamard transform are within 16-bits.  Precise details are given in sections 9.3.3.1 and 9.3.3.2.  A portion of 9.3.3.1 is repeated below. Note the descriptions in the 9.3.3.1 and 9.3.3.2 use the order of calculations in Equation 2 but merge dequantization and the normalization of the inverse Hadamard transform into a single alternate dequantization formula that is QP dependent.  Precise rules are given for rounding in the merged dequantization and normalization.
JVT 4x4 DC IDCT and dequantization 9.3.3.1:
The inverse transform for the 4x4 luminance DC coefficients in 16x16 intra macroblocks is defined by:
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(9-3)
After the inverse transform, inverse quantization is performed according to the following:
a)
If QP is greater than or equal to zero, then the inverse quantized result shall be calculated as
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(9-4)
b)
If QP is less than zero, then the inverse quantized results shall be calculated as

1)
First, computing
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2)
Then, computing
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(9-6)
3)
Then, computing
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(9-7)
The 2x2 Chroma DC IDCT and dequantization are similarly defined in 9.3.3.2.
Proposed definitions for second level IDCT and dequantization
To simplify the definition of IDCT and dequantization of DC coefficients observe Equation 1 and Equation 2 differ in implementation only.  Thus for the purposes of normative definition, the traditional order of Equation 1 can be use so that a single dequantization formula is defined for all coefficients.

Equation 4 Dequantization formula for all coefficients
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The definitions of the 2x2 and 4x4 inverse Hadamard transforms definitions must be modified to include a normalization factor following the 2D transform as shown below in Equation 5 and Equation 6.  The 2x2 inverse Hadamard transform must be shifted right one bit.  The 4x4 inverse Hadamard transform must be shifted right two bits.  The exact rounding rule select is not critical.  The difference is insignificant, [3], and in most cases, these definitions agree with the reference code except for the use of bit shifts rather than integer division 1/2.  The explicit use of bit shifts rather than division is to clarify the rounding definition.  With these definitions, an implementation can choose to follow the order described in Equation 2 to reduce the intermediate dynamic range if desired.  

Equation 5 2x2 Chroma DC IDCT definition


[image: image10.wmf]1

1

1

1

1

'

'

'

'

1

1

1

1

'

11

10

01

00

>>

÷

÷

ø

ö

ç

ç

è

æ

ú

û

ù

ê

ë

é

-

×

ú

û

ù

ê

ë

é

×

ú

û

ù

ê

ë

é

-

=

y

y

y

y

Y


Equation 6 4x4 Luma DC IDCT definition
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First Level IDCT

The current dequantization operation is based on scalar multiplication as shown in [1]. The current IDCT is defined using a shift/add implementation as shown in [1].  We presented an equivalent matrix multiply implementation in [3].  Ignoring precise rounding requirements, the IDCT is based on calculation using the matrix S shown below.

Equation 7 Dequantization of 1st Level coefficients
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Equation 8 Dequantization/IDCT expressions
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Equation 9 First Level 1-D IDCT matrix
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Proposed modifications
We describe our proposed modifications to the first level IDCT and dequantization.  There are three changes, 1-D IDCT definition, dequantization parameters, and final normalization definition.
1-D IDCT
We propose to modify the IDCT definition replacing the matrix S by 2S eliminating the need for division following the 1-D IDCT so that division and rounding are not needed following the separable matrix multiply calculations.  

Equation 10 Proposed IDCT matrix replacing JVT-B118r3 equation 8-2
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The dynamic range of the intermediate value following the first matrix transform is increased by one bit relative to the current definition.  Following the second IDCT the difference in dynamic range is increased by two bits.  
Separable matrix multiply implementation

Our proposed changes are most easily understood in terms of a separable matrix multiply implementation.  We eliminate the rounding following the 1D IDCT calculation.  Compare with our previous presentation [3].  Pseudo code is given below  
.

// Separable matrix idct implementation M5 to M7

short Tinv[4][4] = {{2,2,2,1},{2,1,-2,-2},{2,-1,-2,2},{2,-2,2,-1}};

for(i=0;i<4;i++)

{

  sum=0;

  for(k=0;k<4;k++)

    sum+=Tinv[i][k]*M5[k];

  M7[i] = sum;

}

Shift Add implementation
Based on our modification to the separable matrix multiply implementation we develop an equivalent shift/add implementation.  Essentially the current shift/add design is modified to use right shifts rather than left shifts.  Pseudo code is below.

// shift add idct implementation M5 to M7

M6[0] = (M5[0]+M5[2])<<1;

M6[1] = (M5[0]-M5[2])<<1;

M6[2] = M5[1]-(M5[3<<1);

M6[3] = (M5[1]<<1)+M5[3];

M7[0] = M6[0]+M6[3];

M7[1] = M6[1]+M6[2];

M7[2] = M6[1]-M6[2];

M7[3] = M6[0]-M6[3];

Comments

The IDCT can be computed with a nonseparated matrix multiply corresponding to a two dimensional filter calculation since there is no rounding between the horizontal and vertical IDCT calculations.

When implemented separably, the horizontal and vertical IDCTs can be computed in either order.

Dequantization parameters

Dequantization parameters half the current ones are defined to compensate for the increase in IDCT norm.  Many dequantization values are even which can be halved without modifying the quantization values.  Five of eighteen values are reduced by one.  Dequantization values that are odd are halved and the corresponding quantization values are modified slightly.  With these modifications, the forward quantization parameters must similarly be slightly modified to maintain proper normalization.  With this change, the dynamic range of the intermediates following the first IDCT is unchanged.  Directly halving the dequantization values defined down to QP = -12 reduces the doubling period of the dequantization parameters.  We propose to limit the quant range to greater than or equal to -10 so that the integer dequantization values can be used and maintain the doubling period of six. 
Table 1 Current dequantization tables [1] equation 9-2 (min QP = -12)
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Table 2 Proposed dequantization tables (min QP=-10)
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Normalization

With the proposed modification to IDCT and the quantization parameters, the result following the horizontal and vertical IDCTs is one bit greater than that of the current definition.  This additional factor of two is eliminated during the normalization of IDCT results.

Equation 11 Current normalization [1] equation 9-24
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Equation 12 Proposed normalization
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Dynamic range

The dynamic range of the current definition and the proposed definition are similar with exception for the result of the second IDCT.  The method of [3] was used to determine the dynamic range of the proposed IDCT and dequantization.  As noted in [3], the unexpectedly large values of X” are due to heavy quantization noise.
Table 3 Dynamic range of first level DCT/IDCT

	Value
	JVT-B118
	Proposed

	|X|
	255
	255

	|Y|
	1530
	1530

	|Z|
	9180
	9180

	|C|
	1632
	1360

	|CDC|
	1632
	1360

	|Z’|
	25600
	12800

	|Z’DC|
	17920
	8960

	|Y’|
	26624
	26624

	|X’|
	31360
	62464

	|X”|
	490
	488


The value of X’ appears to require a memory access greater than 16-bits.  However, an implementation does not need to store X’.  The value X” can be computed from X’ immediately eliminating the need for a memory access that exceeds 16-bits requiring only a 32-bit register.    
Coding performance

The proposed modifications do not alter the coding performance.  Tests on the common conditions [4] show no difference in rate-distortion performance.  An example for mobile CIF is shown below; additional results are in a separate spreadsheet.  We have examined the compression performance at the fine range of quantization.  For these experiments, we modified the common conditions [4] keeping the test sequences and coding parameters with the exception that CABAC is used for entropy coding and a range of negative QP values is used QP=-2,-4,-6,-8, (and -10 for the proposed method).  Results are included in a separate spreadsheet.  To evaluate compression at fine quantization, we have computed the compression ratios corresponding to this proposal at these fine quantization conditions.  
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Figure 1 Common test conditions on mobile CIF

Tests on the common conditions show no difference in rate-distortion performance between the proposal and the reference code JM1.7.
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Figure 2 Fine quantization example

Test at fine quantization are done using CABAC.  No difference is seen in rate-distortion performance between the proposal and the reference code JM1.7.
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Figure 3 Fine quantization compression ratios

To evaluate compression performance at fine quantization, we have computed the compression ratio using the proposed method for quant as low as -10.
Conclusions

With small modifications the normative description of the IDCT and dequantization can be simplified eliminating special cases and the need to define rounding of intermediate values.  As a result, the complexity of shift-add implementation is increased slightly and the complexity of a separable implementation is decreased slightly.  We propose modifications to the second level IDCT and first level IDCT:

· Modify 2x2 and 4x4 DC dequantization and IDCT
· use the same dequantization as other coefficients

· scale IDCT results

· Modify 1st Level IDCT

· modify matrix used in the 4x4 IDCT definition 

· modify the dequantization tables (change also applies for second level dequantization)

· restrict to QP>= -10

· modify the normalization definition

These definitions allow implementations using only 16-bit memory accesses and 16-bit multiplication allowing 32-bit intermeidates.  The decoder definition is clarified.  Rounding requirements are eliminated in the separable matrix multiply implementation.  Alternate equivalent IDCT implementations are possible.
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Proposed Text for JVT Section 9.3.3 Inverse Quantization and transform

9.3.3
Inverse quantization and inverse transformation
The inverse quantization and inverse transform operations are defined.  Only the reconstructed pixel values are normatively defined.  Different implementations that give mathematically equivalent results comply with this Standard.  

As specified in subclause QQ 50 different QP values are used, from -10 to +39.  The inverse quantization equations are defined such that the equivalent step size doubles for every increment of 6 in QP. Thus, there is an increase in step size of about 12% from one QP to the next. 
The QP signaled in the bitstream applies for luminance inverse quantisation.  This could be called QPluma.  For chrominance inverse quantisation a different value - QPchroma - is used.  QPchroma = QPluma if QPluma<17.  Otherwise ther relation between the two is:
	QPluma
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30
	31
	32
	33
	34
	35
	36
	37
	38
	39

	QPchroma
	17
	17
	18
	19
	20
	20
	21
	22
	22
	23
	23
	24
	24
	25
	25
	26
	26
	26
	27
	27
	27
	28
	28


The coefficients R(m,i,j), used in the formulas below, are defined in pseudo code by:

R[m][i][j] = Sm,0 for (i,j) = {(0,0),(0,2),(2,0),(2,2)},

R[m][i][j] = Sm,1 for (i,j) = {(1,1),(1,3),(3,1),(3,3)},

R[m][i][j] = Sm,2 otherwise;

where


[image: image23.wmf]ú

ú

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ê

ê

ë

é

=

14

   

18

   

11

  

13

   

16

   

10

  

11

   

14

   

9

   

10

   

12

   

8

   

9

    

11

   

7

   

8

    

10

   

6

   

S

 

(9-2)

(9-2)
9.3.3.1
Inverse quantization
Inverse quantization of all coefficients is performed according to the following equation:


[image: image24.wmf])

6

/

)

10

((

)

,

,

6

)%

10

((

)

,

(

)

,

(

'

+

<<

+

×

=

QP

j

i

QP

R

j

i

Y

j

i

Y

Q


(9-3)
Where 
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are the inverse quantization coefficients listed above.

A bitstream conforming to this Specification shall not contain encoded data that results in a value of 
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that exceeds the range of integer values from -215 to 215-1 inclusive.

9.3.3.2
Inverse transformation

There are two levels of inverse transform.  The second level is applied to luminance DC coefficients in Inta 16x16 macroblocks and to Chrominance DC coefficients of a macroblock.  The first level inverse transform is used for the 4x4 block of transform coefficients corresponding to the 4x4 Luminance or Chrominance blocks of a macroblock.  

9.3.3.2.1
Luminance DC coefficients in Intra 16x16 macroblock
After decoding and dequantizing coefficients indices for a 4x4 block of luminance DC coefficients coding in 16x16 Intra mode, the inverse transform process shall be applied in a manner mathematically equivalent to the equation shown below.

The inverse transform for the 4x4 luminance DC coefficients in 16x16 intra macroblocks is defined by:
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(9-4)
A bitstream conforming to this Specification shall not contain encoded data that results in a value of 
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9.3.3.2.2
Chrominance DC coefficients

After decoding and dequantizing coefficients indices for a 2x2 block of chrominance DC coefficients coding in a macroblock, the inverse transform process shall be applied in a manner mathematically equivalent to the equation shown below.

The inverse transform for the 2x2 chrominance DC coefficients is defined by:
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(9-5)
A bitstream conforming to this Specification shall not contain encoded data that results in a value of 
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that exceeds the range of integer values from -215 to 215-1 inclusive.

9.3.3.2.3
Residual 4x4 blocks

After constructing the entire 4x4 block of reconstructed transform coefficients expressed in the matrix form as
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(9-6)

The inverse transform process shall convert the block of transform coefficients to a block of output samples in as shown below.
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(9-7)

9.3.3.3
Reconstruction

After performing the inverse transform in both the horizontal and vertical directions to produce a block of inverse-transformed samples,
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(9-8)
the final reconstructed sample residual values shall be obtained as
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(9-9)

Finally, the reconstructed sample residual values X''(i,j) are added to the prediction values P(i,j) from motion compensated prediction or spatial prediction and clipped to the range of 0 to 255 to form the final decoded sample result:

S'(i,j) = clip1( P(i,j) + X''(i,j) )

(9-10)
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