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Introduction

This core experiment document describes the test conditions to compare different SP coding schemes. Currently, the SP-coding schemes to be considered are the SP-frames used in JM-1 and the scheme proposed by JVT-B097. The following set of tests is designed to assess the coding efficiency as well as the functionality of SP-frames in different applications. Additionally, visual performance and complexity implications of both schemes will be addressed.

Experimental Conditions

This section describes five experiments to evaluate both the static and dynamic performance of SP coding. The common experimental conditions are first listed as follows:

· Software:

TML 9.4
· CIF Sequences:

Paris(15fps), Mobile(30fps), Tempete(30fps)
· QCIF Sequences:

Silent(15fps), News(10fps), Foreman(10fps), Container(10fps), Hall(10fps)
· RD optimization:

Enable

· Hadamard transform:
Enable

· Search Range:

16

· MC:


¼ pixel

· Reference number:
2 

· B frame:


No 

· Inter and Intra mode:
All

· Entropy coding:

UVLC
Experiment 1: Static tests: Coding efficiency of SP-frames
Experiment 1 compares the coding efficiency of SP coding schemes. In this experiment, only the first frame is encoded as I frame, and all the other frames are encoded as SP frames. Each sequence is encoded with skip = 0, 1 or 2. Quantization parameters QP1 and Qs1 are given in Table 1. The PSNR vs. bit rate curves will be compared for the SP coding schemes for different Qs1 values. 

Table 1: The quantization steps in Experiments 1 and 2.
	QP1
	Qs1

	12
	16
	20
	24
	28
	QP1-3
	QP1


Experiment 2: Static tests: Coding efficiency of SP-frames when inserted periodically

Experiment 2 is similar to Experiment 1 and compares the coding efficiency of the SP-coding schemes. The difference is that SP-frames are inserted periodically which would typically be the case for bitstream switching and other applications. Again, only the first frame is encoded as I frame, and at fixed intervals, in this case 1 sec, the frames are encoded as SP–frames while the rest of the frames are encoded as P-pictures. Specifically, every 10th frame for sequences with Skip=2, 15th frame for sequences with Skip=1, and 30th frame for sequences with Skip=0 are encoded as SP-frames. Quantization parameters QP1 and Qs1 given in Table 1 will be used and PSNR vs. bit rate curves will be compared for the SP coding schemes.
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Figure 1: The testing scenario in Experiment 3.
Experiment 3: Static tests: Coding efficiency of Switching frames 
Notation: Assume that we have two bitstreams, Bitstream 1 and Bitstream 2 as illustrated in Figure 1, corresponding to the same set of sequences but generated with different encoder parameters. If the quantization parameter of Bitstream 1 is smaller than that of Bitstream 2, the bit rate of Bitstream 1 is higher than that of Bitstream 2 and vice versa. For convenience, we will refer to switching from a bitstream operated at lower bit rate to one operated at higher bit rate as switching-up and the reversion as switching-down hereafter. 

Experiment 3 compares the sizes of the switching frames, S12 frames in Figure 1, to be used during switching up or down. Bitstream pairs are generated as follows: Only the first frame is encoded as I frame and the SP pictures are inserted at every second as in Experiment 2. The rest of frames are encoded as P frames. The quantization parameters QP1, QP2, and Qs1 and Qs2 are given in Table 2. The average size of the switching bitstream S12 (for 300 frames and 10fps sequences, this corresponds to 9 S12 frames) for each QP1 and QP2, and different Qs2 will be calculated. PSNR of the switching frames will be computed and PSNR vs. bitrate curves will be compared.
Table 2: The quantization steps for switching from Bitstream 1 to Bitstream 2 in Experiment 3.
	
	QP1
	Qs2

	QP2
	16
	20
	24
	28
	

	16
	x
	
	
	
	QP2-3
	QP2

	20
	
	x
	
	
	QP2-3
	QP2

	24
	
	
	x
	
	QP2-3
	QP2

	28
	
	
	
	x
	QP2-3
	QP2

	Qs1
	QP1
	QP1
	QP1
	QP1
	


Experiment 4: Dynamic tests: Drifting-free verification 
In order to evaluate whether two SP coding schemes can always switch between two bitstreams without any drifting errors, another dynamic test with frequent switches is requested. In this test, all predictive frames are encoded as SP frames. The switching process takes place every two SP frames as shown in Figure 2.

Table 3: The quantization parameters in Experiment 3.
	QP1
	QP2
	Qs1/Qs2

	16
	20
	16/20

	16
	24
	16/24

	16
	28
	16/28
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Figure 2: The testing scenario with frequent switches.

Experiment 5: Loop filtering tests

In JM, the loopfiltering is applied after all of the decoding operations and then the result of the loopfiltering is sent both to display and frame buffer where it is used as reference frame for other frames. In JVT-B097, on the other hand, the loopfiltering is applied at an intermediate stage. Specifically, the frame is first reconstructed identical to P-frames including the loopfiltering and then the reconstructed image from the first stage goes through second stage which includes steps of transformation, quantization with Qs, dequantization and inverse transform. Then the reconstructed from this second stage is stored in frame buffer, details can be found in JVT-B097. In JVT-B097 case, the output of the loopfilter can be directly output for display, in which case, the display image and the frame to be stored in the frame buffer are different. This could improve the visual quality of the display image but the reconstructed frame to be used as reference frames for the other frames is not loopfiltered. 

Experiment 4 is designed to evaluate the coding performance and the decoded visual quality of the JVT-B097 scheme having the loopfilter before and/or after the secondary stage. Experiment 4 uses the same experimental conditions as that in Experiment 1. 

Computational Complexity

Each scheme will also be compared according to their computational complexity. The complexity measures to be considered are the RAM, ROM and the number of operations in terms of coding blocks such as transformation, inverse transformation, loopfiltering, etc.

Visual Performance

Subjective tests based on visual performance will be reported.
Appendix: Descriptions of the SP schemes

In this appendix, the existing SP coding scheme in the JM and the scheme proposed in JVT-B097 with some generalization are described. For convenience, the terminology with two mandated letters and three optional letters is used to denote the signals at each processing stage and is specified as follows:

· First mandated letter

· O: 

Original picture, macroblock and block

· P: 

Predicted picture, macroblock and block 

· R: 

Reconstructed picture, macroblock and block 

· E: 

Predicted error picture, macroblock and block

· Second mandated letter

· D: 

DCT domain

· I:

Pixel domain

· First optional letter

· L:

Reconstructed picture, macroblock and block after loop filtering

· Second optional letter

· q: 

Quantization

· d: 

Dequantization

· Third optional Letter

· p: 

Quantization parameter specified by QP

· s: 

Quantization parameter specified by Qs

For easy understanding of the above definition, two examples are given here. “OD” means the original picture, macroblock or block after the DCT transform. “RDLqp” means the reconstructed picture, macroblock or block after the DCT transform, Loop filtering and quantization with QP.

1 The coding scheme in the JM

Figure 3 illustrates the coding scheme used in the JM and demonstrates how to switch from one bitstream to another through SP pictures. Assume that there are two bitstreams: Bitstream 1 and Bitstream 2. In general, the bit rate for Bitstream 1 is different from that for the Bitstream 2. The frames t-1 and t are compressed as normal P frames in both Bitstream 1 and Bitstream 2. The frame t is compressed as an SP frame in Bitstream 1 and Bitstream 2, where a switching point is provided for switching from Bitstream 1 to Bitstream 2 and vice versa. For simplicity, we assume that in normal cases Bitstream 1 is transmitted to the user. However, when there is a need to switch to Bitstream 2, frame S12 instead of frame S1 at time t is transmitted. After S12 decoding, the decoder can obtain exactly the same reference as normally decoding frame S2 at time t, therefore it can continue to decode Bitstream 2 at time t+1 seamlessly.
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Figure 3: The switching from Bitstream 1 to Bitstream 2 in the JM.

How to generate and decode the Bitstreams in S1, S2 and S12 is described as follows. 

1.1 The encoding process (as shown in Figure 4)
1. The encoding of SP frame S1 or S2 in a normal bitstream (use S1 as an example)

a) Perform DCT transform to the macroblock of the original video, and denote the obtained coefficients as OD1.

b) After motion compensation, perform DCT transform to the predicted macroblock, and denote the obtained coefficients as PD1.  

c) Perform quantization and dequantization on PD1 with Qs, denote the obtained levels and dequantized coefficients as PDqs1 and PDds1, respectively.  

d) Subtract PDds1 from OD1, and denote the obtained error coefficients as ED1.

e) Quantize ED1 with QP1. The obtained levels EDqp1 are compressed into Bitstream S1 with entropy coding (UVLC or CABAC). 

f) Dequantize EDqp1 with QP1, and denote the obtained coefficients as EDdp1.

g) Add EDdp1 to PD1, and denote the reconstructed DCT coefficients as RD1.

h) Perform quantization on RD1 with Qs, and denote the obtained levels as RDqs1.

i) Perform dequantization and inverse DCT transform on RDqs1, and denote the obtained reconstructed macroblock as RIds1.

j) After loop filtering, the frame buffer is updated with RILds1.

2. The encoding of switching bitstream S12 (switching from bitstream 1 to bitstream 2). The encoding of S12 is based on the encoding of S1 and S2.  

a) Subtract levels PDqs1 in S1 encoding from RDqs2 in S2 encoding, and denote the obtained error levels as ED12.  

b) Compress ED12 into Bitstream S12 with entropy coding (UVLC or CABAC).
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Figure 4: The block diagram of compressing S1, S2 and S12 in the JM.
1.2 The decoding process (as shown in Figure 5)

1. The decoding of SP picture S1 or S2 in a normal bitstream (Use S1 as an example)

a) After entropy decoding of the bitstream S1, denote the obtained error levels as EDqp1.

b) Perform dequantization on EDqp1 with QP1, and denote the obtain coefficients as EDdp1.

c) After motion compensation, perform forward DCT transform for the predicted macroblock and obtain prediction coefficients PD1.

d) Add EDdp1 to PD1, and denote the obtained reconstructed coefficients as RD1.

e) Perform quantization and dequantization on RD1 with Qs, and denote the obtained coefficients as RDds1.

f) After inverse DCT transform and loop filtering, the reconstructed macroblock RILds1 is used to update the frame buffer and output for display. 

2. The decoding of switching bitstream S12 (switching from bitstream 1 or bitstream 2). The decoding process is exactly the same as the decoding S1 except that QP1 is replaced by Qs that encoded in the S12 bitstream. Note that there is an assumption about the quantizer in order to get drift-free reconstruction of the reference, i.e., Qs(Qs-1(l)+x) = l+Qs(x). 
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Figure 5: The decoder for SP pictures in the JM.
1.3 Syntax changes

The syntax of SP pictures (S1, S2, S12) is the same as that of P pictures, except that:

1. A new picture type is added in the syntax element Ptype.

If Ptype is 5, it indicates that the current frame is an SP picture. 

2. Quantization parameter (5 bits)

When Ptype is 5, the new syntax element “SP Slice QP” is inserted after the syntax element “Slice QP” for describing the quantization parameter Qs.
2 The coding scheme proposed in JVT-B097 with modifications

In this section, the description of a generalization of the scheme proposed in JVT-B097 is provided. Firstly, we modify the method of coding S12 bitstream to generate unequal size bitstreams for switching up and down. The detailed method is discussed in the encoding and decoding processes. Secondly, the loop filtering in the JVT-B097 proposal was put in the position before the quantization Qs. This would improve the quality of the display image, but may cause blocking artifacts in the reference image. In the generalized proposal the loop filtering is placed back to the original position as in the JM SP scheme. The display image can be output either before the quantization Qs or after the loop filtering. However, when the display image is taken before the quantization Qs, not only the quality of the display image can be improved but also possible blocking artifacts can be eliminated by a non-normative post-filtering. 

Figure 6 illustrates how the JVT-B097 scheme switches from one bitstream to another through SP frames, which is the same as that in the JVT software except that the picture type at the switching point for the origin bitstream can also be P picture now. For example, if the switching point at frame t is for switching from Bitstream 1 to Bitstream 2, the picture type at frame t in Bitstream 1 can be also P picture as long as frame t is not a switching point for switching from Bitstream 2 to Bitstream 1. This feature provides great flexibility in choosing switching points for up- and down- switching. For example, in streaming applications, it is much desired more down-switching points than up-switching points so that the TCP-friendly transport protocols are readily applicable. 
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Figure 6: The switching from Bitstream 1 to Bitstream 2 in the JVT-B097 scheme.
How to generate and decode the Bitstreams in S1, S2 and S12 is described as follows. 

2.1 The encoding process (as shown in Figure 7)
1. The encoding of SP frame S1 or S2 in a normal bitstream (use S1 as an example)

c) After motion compensation, denote the obtained prediction macroblock as PI1.
d) Subtract PI1 from OI1, and denote the obtained predictive errors EI1.

e) Perform DCT transform and quantization on EI1 with QP1, and denote the obtained levels as EDqp1. They are then compressed into Bitstream S1 with entropy coding (UVLC or CABAC).

f) Perform dequantization and inverse DCT on EDqp1, and denote the reconstructed error macroblock as EIdp1.  

g) Add EIdp1 to PI1, and denote the obtained reconstructed macroblock as RI1.

h) Perform DCT transform on RI1, and denote the obtained DCT coefficient as RD1. 

i) Perform quantization on RD1 with Qs1, and denote the obtained levels as RDqs1.

j) Perform dequantization on RDqs1 with Qs1, and denote the obtained coefficient as RDds1.

k) Perform inverse DCT transform on RDds1, and denote the obtained macroblock as RIds1.

l) After loop filtering, the reconstructed macroblock RILds1 is used to update the frame buffer.

Note that except steps h) to g), the S1/S2 encoding is exactly the same as a normal P picture encoder.
2. The encoding of switching bitstream S12 (switching from bitstream 1 to bitstream 2). The encoding of S12 is based on the encoding of S1 and S2.  

a) There are two cases. In most applications, the input PI12 can be directly obtained from the prediction PI1 in the S1 or P encoder, that is, PI12=PI1; in other applications, there might be a need to perform new motion estimation and compensation referencing a previous frame in bitstream 1, and we denote the obtained prediction as PI12. 
b) Perform DCT transform on PI12, and denote the obtained coefficients as PD12.

c) Perform quantization on PD12 with Qs2, and denote the obtained levels as PDqs12.

d) Subtract PDqs12 from RDqs2, and denote the obtained error coefficients as ED12. 

e) Compress ED12 into Bitstream S12 with entropy coding (UVLC or CABAC).
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Figure 7: The block diagram of compressing S1, S2 and S12.

2.2 The decoding process (as shown in Figure 8)
1. The decoding of SP frame S1 or S2 in a normal bitstream (Use S1 as an example.):

a) After entropy decoding of the bitstream S1, denote the obtained error levels as EDqp1. 

b) Perform dequantization on EDqp1 with QP1, and denote the obtain coefficients as EDdp1.

c) Perform inverse DCT transform, and denote the obtained macroblock as EIdp1.
d) After motion compensation, denote the obtained prediction as PI1.
e) Add EIdp1 to PI1, and denote the obtained macroblock as RI1. RI1 is going through an optional deblocking filter and output for display purpose.
f) Perform DCT transform and quantization on RI1 with Qs1, and denote the obtained levels as RDqs1.
g) Perform dequantization with Qs1 and inverse DCT transform, and denote the obtained macroblock as RIds1.
h) After loop filtering, the obtained macroblock RILds1 is used to update the frame buffer.
Note that except steps f) and g), the S1/S2 decoding is exactly the same as a P picture decoder. Also, the display image is output before further quantization steps, therefore, it has much better visual quality. 
2. The decoding of switching bitstream S12 (switching from bitstream 1 to bitstream 2). 
a) After entropy decoding of the bitstream S12, denote the obtained error levels as ED12. Macroblock modes and motion vectors can also be obtained from bitstream S12. 

b) After motion compensation, perform forward DCT transform for the predicted macroblock and obtain PI12.
c) Perform DCT transform on PI12, and denote the obtained coefficients as PD12.
d) Perform quantization on PD12 with Qs2, and denote the obtained levels as PDqs12.
e) Add ED12 to PDqs12, and denote the obtained levels as RDqs2.
f) Perform dequantization on RDqs2 with Qs2, and denote the obtained coefficients as RDds2.
g) Perform inverse DCT transform on RDds2, and denote the obtained macroblock as RIds2.

h) After loop filtering, the obtained macroblock RILds2 is used to update the frame buffer and output for display.
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Figure 8: The decoder for SP frames S1, S2, and S12.

2.3 Syntax changes

The syntax of SP pictures (S1, S2, S12) is the same as that of P pictures, except that:

1. A new picture type is added in the syntax element Ptype.

If Ptype is 5, it indicates that the current frame is an SP picture.

2. Switching Bitstream Flag (1 bits)

When Ptype is 5, the 1-bit syntax element “Switching Bitstream Flag” is inserted after the syntax element “First MB in slice”. When Switching Bitstream Flag is 1, the current bitstream is decoded as Bitstream S12, and “Slice QP” is skipped; otherwise it is decoded as Bitstream S1 or S2, and “Slice QP” encodes the quantization parameter QP. 

3. Quantization parameter (5 bits)

When Ptype is 5, the new syntax element “SP Slice QP” is inserted here to encode the quantization parameter Qs.
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