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1. Introduction

This document reports the core experiment (CE) results of improved macroblock (MB) prediction modes. The CE has been set up in the Pattaya meeting to evaluate two proposals of improved MB prediction modes, VCEG-O17 [1] and VCEG-O22 [2]. We have conducted the entire CE plans defined in the CE description [3] and show the results in this document. We also describe the B-frame syntax for VCEG-O22, which are newly defined in the CE description to evaluate the proposals in various conditions.

The results show that the both proposals can improve coding efficiency of TML in all of the tested conditions specified in the CE description. VCEG-O22 shows better improvement than that of VCEG-O17.

2. B-frame syntax for VCEG-O22

The CE description defines some additional specifications of the proposals, which have not been described in the original proposal documents, to conduct the evaluations by each participant. Especially, B-frame syntax for VCEG-O22 has been newly defined in the CE description to conduct evaluations on B-frames. Since VCEG-O17 has reported its results on B-frames, the evaluation of both of the proposals should be conducted also on B-frames.

The proposed B-frame syntax, as same as the P-frame syntax described in VCEG-O22, replaces UVLC table for the MB prediction modes (MB_type) and changes the semantics and syntax for reference frame (Ref_frame) so that it can be attached to each motion segment in a MB. Blk_size specified in the TML is not used in this syntax. Other syntax elements are not changed at all from the TML9.0 specification. Figure 1 illustrates the MB syntax diagram.
[image: image1.wmf]In this syntax, the prediction modes having two motion vectors in a MB are allowed to use different reference frame and different prediction direction for each motion segment. To enable this function, semantics of Ref_frame is changed so that it also signals the direction of prediction, while in case of the TML, MB_type signals the direction of prediction.

Note that the multiple reference frames and multiple prediction direction in a MB is not allowed for the modes having more than 4 motion vectors, due to inefficiency caused by its multiple segmentation overhead.
Table 1 shows the UVLC table and CABAC binarization table to represent the MB_type for B-frames. Considering the overhead due to the number of motion vectors required, the proposed modes using two motion vectors are inserted just after the 16x16 MC mode (Mode1 – 14). 

Table 2 shows the table to represent the Ref_frame for B-frames. In addition to the signaling of reference frame number, ref_frame signals the direction of prediction.
The bisectional segmentation model proposed in VCEG-O22 provides flexible adaptation to motion discontinuity caused by object boundary lies in an MB. The B-frame syntax described here enables those segmentations to select their optimal prediction scheme independently. This feature is expected to be effective for the concept proposed in VCEG-O22.

 
3. Simulations

3.1 Softwares for the simulation

We, as the proponent of VCEG-O22, have exchanged softwares with HHI, the proponent of VCEG-O17, and use them to obtain experimental results, as defined in the CE description. The VCEG-O22 implementation is based on TML9.0, and implemented by ourselves. The VCEG-O17 implementation is based on TML8.5, and implemented by HHI. In both softwares, we have checked and confirmed that the bitstream from the encoder executable can be decoded by the decoder executable independently, and the encoder local decoded sequences are the same as the decoder output sequences.

3.2 Simulation conditions
We have conducted the entire CE plans defined in the CE description. Table 3 shows the simulation conditions. They are the same as the conditions defined in the CE description.

Table 3. Simulation conditions

	Conditions
	Configuration

	Intra Period
	0 (only the first frame)

	QP First Frame
	the same as P frames

	QP Remaining Frame
	16, 20, 24, or 28 (P-frames)

	MV Resolution
	1/4-pel, or 1/8-pel for CIF of B-frames (IBBP...)

	Use Hadamard
	used

	Search Range
	32 pixel

	Number Referece Frames
	1, or 5

	Number B Frames
	0 (P-frames, IPPP...), or 2 (B-frames, IBBP...)

	QP B Picture
	the same as P frames

	Symbol Mode
	UVLC, or CABAC

	Restrict Search Range
	no restrictions

	RD Optimization
	on

	_FAST_FULL_ME_
	defined (no adaptive search window)


Note that the adaptive search window for motion vector search is disabled in the condition. This function adjusts the MV search window of the spiral motion search, by the predicted MV for every block and every prediction mode of a MB, to get. Due to the lack of this functionality on the tested implementation, the evaluation was conducted without this function. This can be achieved for TML by enabling _FAST_FULL_ME_ option in the TML software.

4. Results

The CE description defines two categories of experiments. CE1 is for verifications on simple P-frame encoding, and CE2 is for verifications on higher-complexity B-frame encoding.

We conducted both of CE1 and CE2, with two reference frame settings (i.e. Ref_frame=1 or 5) and two entropy coding settings (i.e. UVLC or CABAC).

The experimental results are compared with the results of TML9.0 or TML8.5 respectively, depending on the base software of each implementation of the proposals.
4.1 CE1: Performance Verification on P-frame Coding
Table 4 to 7 show the results of CE1. BD-PSNR (Bjøntegaard delta PSNR) [4] values between TML9.0 and VCEG-O22 (so-called VPM1 in the CE description), TML8.5 and VCEG-O17 (VPM2), and VCEG-O22 and VCEG-O17 are shown. R-D plots and detailed results can be seen in the accompanied Excel file, JVT-B090_xxx.xls.

The results show that the proposed prediction modes can improve coding efficiency of TML in all of the tested conditions. VCEG-O22 provides up to 6.5% bitrate reduction or up to 0.30dB PSNR improvement from TML9.0. VCEG-O17 provides up to 2.9% bitrate reduction or up to 0.14dB PSNR improvement from TML8.5. In both methods, better improvement can be achieved with larger Ref_frame and CABAC. This can be interpreted as an advantage of multiple reference frame selection in a MB, and multi-mode strategy on the arithmetic coding.

Note that there are differences of coding efficiency between original TML8.5 and TML9.0. Because of that, the comparison between VCEG-O22 and VCEG-O17 shows some reversal results. For example, some of the results of “mobile and calendar” show that VCEG-O17 surpasses VCEG-O22, although the VCEG-O22 always surpasses VCEG-O17 at improvement from TML.

Table 4. CE results for CE1 (P-frame), UVLC, Ref_frame=1

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_dif
f[dB]
	Bitrate_diff
[%]

	foreman
	0.261 
	-5.418 
	0.103 
	-2.123 
	-0.155 
	3.348 

	news
	0.167 
	-2.951 
	0.066 
	-1.115 
	-0.138 
	2.446 

	container
	0.159 
	-3.363 
	0.023 
	-0.461 
	-0.237 
	5.215 

	silent
	0.209 
	-4.282 
	0.062 
	-1.255 
	-0.135 
	2.895 

	paris
	0.159 
	-3.144 
	0.032 
	-0.633 
	-0.111 
	2.232 

	mobile
	0.136 
	-2.983 
	0.026 
	-0.568 
	0.031 
	-0.682 

	tempete
	0.143 
	-3.494 
	0.041 
	-1.008 
	-0.023 
	0.565 

	avrage
	0.176 
	-3.662 
	0.050 
	-1.023 
	-0.110 
	2.289 


Table 5. CE results for CE1 (P-frames), UVLC, Ref_frame=5

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.300 
	-5.964 
	0.141 
	-2.789 
	-0.156 
	3.201 

	news
	0.208 
	-3.598 
	0.105 
	-1.793 
	-0.122 
	2.132 

	container
	0.095 
	-1.981 
	0.002 
	-0.047 
	-0.231 
	4.798 

	silent
	0.251 
	-5.087 
	0.116 
	-2.337 
	-0.135 
	2.841 

	paris
	0.209 
	-4.105 
	0.104 
	-2.011 
	-0.094 
	1.879 

	mobile
	0.309 
	-6.486 
	0.120 
	-2.567 
	-0.098 
	2.146 

	tempete
	0.284 
	-6.576 
	0.111 
	-2.620 
	-0.095 
	2.314 

	avrage
	0.237 
	-4.828 
	0.100 
	-2.023 
	-0.133 
	2.759 


Table 6. CE results for CE1 (P-frames), CABAC, Ref_frame=1

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.283 
	-5.868 
	0.141 
	-2.938 
	-0.117 
	2.535 

	news
	0.174 
	-3.074 
	0.118 
	-2.052 
	-0.075 
	1.343 

	container
	0.130 
	-2.685 
	0.007 
	-0.179 
	-0.217 
	4.677 

	silent
	0.225 
	-4.668 
	0.093 
	-1.908 
	-0.111 
	2.406 

	paris
	0.178 
	-3.421 
	0.088 
	-1.713 
	-0.076 
	1.465 

	mobile
	0.132 
	-2.939 
	0.050 
	-1.119 
	0.083 
	-1.833 

	tempete
	0.146 
	-3.570 
	0.067 
	-1.667 
	0.022 
	-0.532 

	avrage
	0.181 
	-3.747 
	0.081 
	-1.654 
	-0.070 
	1.437 


Table 7. CE results for CE1 (P-frames), CABAC, Ref_frame=5

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.362 
	-7.311 
	0.187 
	-3.818 
	-0.140 
	2.937 

	news
	0.252 
	-4.351 
	0.140 
	-2.354 
	-0.113 
	2.010 

	container
	0.181 
	-3.562 
	0.038 
	-0.794 
	-0.219 
	4.476 

	silent
	0.266 
	-5.345 
	0.131 
	-2.671 
	-0.143 
	2.954 

	paris
	0.260 
	-5.009 
	0.138 
	-2.686 
	-0.109 
	2.122 

	mobile
	0.317 
	-6.777 
	0.149 
	-3.255 
	-0.064 
	1.471 

	tempete
	0.282 
	-6.612 
	0.140 
	-3.371 
	-0.049 
	1.270 

	avrage
	0.274 
	-5.567 
	0.132 
	-2.707 
	-0.120 
	2.463 


4.2 CE2: Performance Verification on Higher Complexity Coding
Table 8 to 11 show the results of CE2. BD-PSNR values are shown as the same way as CE1. R-D plots and detailed results can be seen in JVT-B090_xxx.xls.

The results show that the proposed prediction modes can be more effective for B-frames. Improvement of both of VCEG-O22 and VCEG-O17 exceeds their improvement shown in CE1. Up to 8.5% bitrate reduction or 0.41dB PSNR improvement can be seen by VCEG-O22, and up to 5.2% or up to 0.25dB improvement can be seen by VCEG-O17.

An advantage of multiple reference frame selection in a MB, and multi-mode strategy on the arithmetic coding provides more improvement for larger Ref_frame and CABAC, as seen in CE1. In addition to that, multiple prediction direction in a MB can contribute in B-frames.

Table 8. CE results for CE2 (B-frames), UVLC, Ref_frame=1

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.180 
	-3.650 
	0.077 
	-1.576 
	-0.115 
	2.454 

	news
	0.152 
	-2.686 
	0.123 
	-2.132 
	-0.071 
	1.269 

	container
	0.187 
	-3.699 
	0.065 
	-1.382 
	-0.203 
	4.032 

	silent
	0.177 
	-3.867 
	0.097 
	-2.072 
	-0.093 
	2.020 

	paris
	0.222 
	-4.183 
	0.167 
	-3.143 
	-0.077 
	1.479 

	mobile
	0.172 
	-4.071 
	0.099 
	-2.333 
	-0.096 
	2.330 

	tempete
	0.184 
	-4.723 
	0.108 
	-2.742 
	-0.181 
	4.856 

	avrage
	0.182 
	-3.840 
	0.105 
	-2.197 
	-0.119 
	2.634 


Table 9. CE results for CE2 (B-frames), UVLC, Ref_frame=5

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.247 
	-4.873 
	0.099 
	-1.959 
	-0.144 
	2.992 

	news
	0.214 
	-3.721 
	0.178 
	-3.084 
	-0.073 
	1.272 

	container
	0.207 
	-3.910 
	0.048 
	-1.017 
	-0.258 
	4.951 

	silent
	0.262 
	-5.490 
	0.104 
	-2.197 
	-0.166 
	3.612 

	paris
	0.335 
	-6.325 
	0.205 
	-3.861 
	-0.149 
	2.900 

	mobile
	0.285 
	-6.303 
	0.141 
	-3.137 
	-0.129 
	2.985 

	tempete
	0.247 
	-6.215 
	0.135 
	-3.389 
	-0.240 
	6.377 

	avrage
	0.257 
	-5.263 
	0.130 
	-2.664 
	-0.166 
	3.584 


Table 10. CE results for CE2 (B-frames), CABAC, Ref_frame=1

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.278 
	-5.868 
	0.179 
	-3.778 
	-0.102 
	2.228 

	news
	0.214 
	-3.749 
	0.186 
	-3.183 
	-0.062 
	1.101 

	container
	0.175 
	-3.455 
	0.057 
	-1.077 
	-0.190 
	3.797 

	silent
	0.287 
	-6.144 
	0.146 
	-3.080 
	-0.118 
	2.599 

	paris
	0.336 
	-6.313 
	0.223 
	-4.172 
	-0.143 
	2.759 

	mobile
	0.229 
	-5.363 
	0.148 
	-3.500 
	-0.085 
	2.065 

	tempete
	0.235 
	-6.045 
	0.164 
	-4.181 
	-0.177 
	4.773 

	avrage
	0.251 
	-5.277 
	0.157 
	-3.282 
	-0.125 
	2.760 


Table 11. CE results for CE2 (B-frames), CABAC, Ref_frame=5

	
	TML9.0->VCEG-O22
	TML8.5->VCEG-O17
	VCEG-O22->VCEG-O17

	
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]
	PSNR_diff
[dB]
	Bitrate_diff
[%]

	foreman
	0.416 
	-8.580 
	0.180 
	-3.742 
	-0.222 
	4.898 

	news
	0.302 
	-5.235 
	0.218 
	-3.710 
	-0.114 
	2.018 

	container
	0.166 
	-3.223 
	0.034 
	-0.744 
	-0.222 
	4.279 

	silent
	0.347 
	-7.204 
	0.165 
	-3.424 
	-0.183 
	3.997 

	paris
	0.416 
	-7.840 
	0.258 
	-4.888 
	-0.177 
	3.491 

	mobile
	0.326 
	-7.208 
	0.201 
	-4.485 
	-0.112 
	2.594 

	tempete
	0.287 
	-7.321 
	0.206 
	-5.230 
	-0.212 
	5.738 

	avrage
	0.323 
	-6.659 
	0.180 
	-3.746 
	-0.177 
	3.859 


5. Conclusion

This document shows the CE results on improved MB prediction modes. The results show that the improved MB prediction modes can improve coding efficiency of the TML in all of the tested conditions. Up to 8.5% bitrate reduction or 0.41dB PSNR improvement can be seen by the method of VCEG-O22, and up to 5.2% or up to 0.25dB improvement can be seen by the method of VCEG-O17.

The results shown here justify that the improved MB prediction modes definitely improve the coding efficiency. Both methods defined in the CE description provide improvement, but the method proposed in VCEG-O22 provides better improvement. Therefore, we propose to adopt it into the TML, with incorporation of any effective functions proposed in VCEG-O17, such like Intra predicted segment in a MB.
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Figure 1. MB-level syntax of the proposed coding method for B-frames





Table 1. Macroblock prediction modes (MB_type) for B-frames of VCEG-O22





Code_number�
MB_type�
CABAC binarization�
�
0 *1�
Skip/Direct�
0�
�
1�
Mode0 (TML Mode1)�
10�
�
2�
Mode1 (TML Mode2)�
110000�
�
3�
Mode2 (TML Mode3)�
110001�
�
4�
Mode3�
1100100�
�
5�
Mode4�
1100101�
�
6�
Mode5�
1100110�
�
7�
Mode6�
1100111�
�
8�
Mode7�
1101000�
�
9�
Mode8�
1101001�
�
10�
Mode9�
1101010�
�
11�
Mode10�
1101011�
�
12�
Mode11�
1101100�
�
13�
Mode12�
1101101�
�
14�
Mode13�
1101110�
�
15�
Mode14�
1101111�
�
16�
Mode15 (TML Mode4)�
111000�
�
17�
Mode16 (TML Mode5)�
111001�
�
18�
Mode17 (TML Mode6)�
111010�
�
19�
Mode18 (TML Mode7)�
111011�
�
20�
Intra4x4�
11110�
�
21�
Intra16x16 *2�
11111 *3�
�
...�
...�
...�
�
*1 UVLC for P-frame do not have the code for skip


*2 The rest of MB_type codes for Intra16x16 are the same as TML


*3 The rest of MB_type binarizations for Intra16x16 are the same as TML








Table 2. Reference frames (Ref_frame) for B-frames of VCEG-O22





Code_number�
Reference frame�
CABAC binarization�
�
0�
Forward (1 frame back)�
000�
�
1�
Backward�
001�
�
2�
Bi-directional (1 frame back)�
01�
�
3�
Forward (2 frames back)�
100�
�
4�
Bi-directional (2 frames back)�
110�
�
5�
Forward (3 frames back)�
1010�
�
6�
Bi-directional (3 frames back)�
1110�
�
7�
Forward (4 frames back)�
10110�
�
8�
Bi-directional (4 frames back)�
11110�
�
9�
Forward (5 frames back)�
101110�
�
10�
Bi-directional (5 frames back)�
111110�
�
...�
...�
...�
�
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