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1 Introduction

We propose here a new deblocking algorithm (referred to PDS (Philips Deblocking Solution) in the rest of the document). Note that this deblocking has been tested as a post process function and is to be implemented in the coding loop soon. Our algorithm has been compared to the TML9 deblocking in terms of both quality and complexity. The results so far show that PDS is equivalent to the TML9 deblocking in terms of perceived visual quality (for CIF sequences), and is 3.5 times less complex.

2 Presentation of the algorithm

This section describes the proposed deblocking method. First a general overview is given and then the core algorithm is described.

2.1 Overview

The general scheme of the proposed method is given in Figure 1. First, each block is classified according to its spatial activity. Then, the filter to be applied on the edge of each block is selected taking into account the classification, the quantization step, and the pixel values. Finally, a spatial filtering is applied between each 4x4 block to restore the image.


[image: image1.wmf]Block 1

Block 2

PPL

Classification

Filter Selection

Block 1

Block 2

Filtering

Filter Skipping

Selection

F0

F0, F1

 F2, F3

C1, C2

C3, C4

q


Figure 1: General scheme of the proposed deblocking method.

2.2 Core Algorithm

2.2.1 Classification

The strength of the filtering depends on the local activity. So, a segmentation in four distinct classes is performed for each 4x4 luminance block.  The selection of the classes is described below, according to the notation given in Figure 2.
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Figure 2: Pixels numbering

· Class C1 is the “Homogeneous class”: the 16 pixels of the 4x4 block have all quite the same value. The block ‘a’ is classified C1, if condition (1) is true.
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· Class C2 is the “Column class”: the 4x4 block contains uniform columns. The block ‘a’ is classified C2 if condition (2) is true.
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· Class C3 is the “Row class”: the 4x4 block contains uniform rows. The block ‘a’ is classified C3 if condition (3) is true.
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· Class C4 is the “Discontinuity class”: it includes blocks that do not belong to C1, C2 and C3 classes.

Note that a block is in class C1 if it is in both classes C2 and C3.

In our simulations, 
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 has been set to 5. An example of such a classification is given in Figure 3.
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Figure 3: Results of the 4-class segmentation on the first Intra frame of the  “Paris” sequence (q=24).

2.2.2 Filtering process

Four spatial filters of increasing strength are proposed in Figure 4. Black points represent values before filtering, and blue point values after filtering.

Filter F0: no filtering is applied
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Figure 4: The three filters used on block edges.

Filter F1 is a soft filter: it changes the values of the two pixels in the neighborhood of the discontinuity. Filters F2 and F3 change respectively 4 and 6 values. They perform more and more strong smoothing. Filter F0 keeps the pixel values unchanged.

Filtering is applied on the horizontal and vertical edges of each 4x4 luminance block and 2x2 chrominance block.

2.2.3 Filter Selection

The filter selection is the heart of the proposed deblocking. It is based on the classes of the two blocks on each side of the discontinuity and the quantization step q. The key idea is to filter only when it is required and to select the lowest complexity filter as often as possible. No filtering is also applied if:

· The block border is detected as a real-discontinuity (section 2.2.3.1).

· The block border is detected as invisible (section 2.2.3.2).

Between these cases, the lowest complexity filter is selected, depending on the assessed visibility of the discontinuity. 

2.2.3.1 Real Discontinuity Detection (Filter Skipping)

A critical point is to decide whether the discontinuity must be filtered or not. This is checked by estimating the luminance gap between the two blocks. In the case of a vertical discontinuity, the discontinuity will be filtered only if both conditions (1) and (2) are met:
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with 
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 as defined in 2.2.1 and 
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is the selection threshold (set to 1.8 in our simulations).

Otherwise, the edge is considered as a real discontinuity and is not filtered.

2.2.3.2 Texture Masking

The basic idea is that distortions are less visible in the textured areas than in homogeneous areas. For a given edge, one of the four filters is selected according to the quantization factor and the classes of the two blocks around this edge. The classification in four classes generates 10 possible configurations. Consequently, an accurate tuning of the filtering, depending on the activity of the blocks is possible. Let us consider we want to filter an horizontal edge (vertical filtering).

· Strong filtering is required in homogeneous areas (C1|C1) and on "column" blocks (C2|C2).

· Weak filtering is sufficient in textured and discontinuities areas (C4|C4).

· No filtering is applied on “row” blocks (C3|C3).

The selection of the filter is consequently based on the expected visibility of the block border, depending on the block activity. According to this statement, filtering rules have been set. Figure 5 represents the selection of the filters for the vertical filtering (filters for the horizontal filtering are obtained by swapping C2 and C3).
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Figure 5: Selection of the filter according to the areas and the quantization factor.

2.2.3.3 Chrominance Filter Selection

Chrominance U and V are filtered on the edges of each 2x2 block. The filter used for chrominance is derived from the filter selected for the luminance as shown in Table 1.

Filter for Luminance
F3
F2
F1/F0

Filter for Chrominance
F1
F1
F0

Table 1: Filter selection for chrominance.

2.2.3.4 Results of the Selection

Table 2 shows the frequency of each filter. Figure 6 is a visual representation of the selected filters for the first frame of the “Paris” (q=24) sequence. Filter F3 is represented by a red line, F2 by an orange one, and F1 by a yellow one. Other parts are not filtered.


F0
F1
F2
F3

Container (20)
0.40
0.15
0
0.45

Foreman (24)
0.29
0.51
0.01
0.19

News (24)
0.27
0.35
0.04
0.34

Silent (20)
0.66
0.23
0
0.11

Paris (16)
0.68
0.16
0.16
0

Mobile (20)
0.88
0.06
0.06
0

Tempete (28)
0.18
0.54
0.09
0.19

Table 2: Luminance filter selection frequency.
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Figure 6: Example of filters selected on the first Intra frame of the  “Paris” sequence (q=24).

2.2.4 Implementation details

· The various filters are implemented using bit shifting instead of divisions:
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Figure 7: Pixel numbering around an edge

F1 filtering:

Q1 = (11*q1 +  5*p1) >> 4;

P1 = ( 5*q1 + 11*p1) >> 4;

F2 filtering:

Q2 = (13*q2 +  3*p2) >> 4;

Q1 = (10*q2 +  6*p2) >> 4;

P1 = ( 6*q2 + 10*p2) >> 4;

P2 = ( 3*q2 + 13*p2) >> 4;

F3 filtering:

Q3 = (14*q3 +  2*p3) >> 4;

Q2 = (11*q3 +  5*p3) >> 4;

Q1 = ( 9*q3 +  7*p3) >> 4;

P1 = ( 7*q3 +  9*p3) >> 4;

P2 = ( 5*q3 + 11*p3) >> 4;

P3 = ( 2*q3 + 14*p3) >> 4;

· Deblocking must be done so that intra-frame prediction is done with not deblocked pixels.

· The order of filtering is the following: the image is filtered macroblock by macroblock. For each macroblock, horizontal edges, except the most bottom one, are filtered from top to bottom, then vertical edges, except the rightmost one,  are filtered from left to right.

· Note that picture borders are not filtered.

3 Experimental Results

We have performed simulations using the TML 9 with the following parameters:

· CABAC for entropy coding.

· 1 reference frame for motion prediction.

· 1/4 pixel accuracy motion prediction.

· 16 pixel search for motion estimation.

· No B frames (IPPPPPPP....).

· 7 motion prediction block shapes.

· RD optimization on.

3.1 Objective results

Table 3 shows the bit rate and SNR gains for a set of sequences. Complete bit rate versus SNR curves can be found in JVT-B037.xls. As it can be observed, the average loss in terms of SNR is about 0.4 dB.  

Sequences
Delta Bit Rate
Delta SNR

Container (QCIF, 10 Hz)
-7.64
-0.358 dB

Foreman (QCIF, 10 Hz)
-9.28
-0.430 dB

News (QCIF, 10 Hz)
-11.48
-0.656 dB

Silent Voice (QCIF, 15Hz)
-6.66
-0.314 dB

Paris (CIF 15 Hz)
-11.56
-0.602 dB

Mobile (CIF 30 Hz)
-8.4
-0.391 dB

Tempete (CIF 30 Hz)
-7.26
-0.299 dB

Incredible (CIF 30 Hz)
-6.34
-0.350 dB

Table 3: Bit rate and SNR gains

PDS parameters have been tuned to increase the perceived visual quality. 

Firstly, this means that it does not optimize the SNR. Our experience in post-processing and image enhancement of MPEG-2 and MPEG-4, and our participation to the VQEG (Video Quality Expert Group) have revealed that the SNR is unable to assess the perceived quality of a video, and consequently to rank efficiently different algorithms, particularly when the bit rate decreases. The main reasons are that:

· Image quality does not mean image fidelity.

· SNR does not consider the temporal behavior of the sequence.

· HVS properties are such that the human eye is more sensitive to some artifacts than others (luminance, texture or temporal masking for instance).

Nevertheless we agree that no reliable objective metric exists today.

We remain confident with this SNR loss, given that the main idea of PDS is to leave the artifacts if they are not visible. This principle is of course not reflected by the SNR.

Secondly, it means that the sequence quality is optimized considering real-life viewing conditions. For instance, sequences are displayed continuously (no still images), and zooms are possible on QCIF sequences. 

3.2 Subjective results

3.2.1 Test Method

Subjective testing is an experimental method intended to find significant changes in perceived quality. A derivative of the Double Stimulus Impairment Scale (DSIS) method has been chosen. Each test consists of a pair of stimuli, including the reference (JVT v9 deblocking filter) and a sequence processed by PDS, displayed in a random order.  Figure 8 shows the impairment scale used for quality scoring. 


[image: image25.wmf]0

+1

+2

+3

-1

-2

-3

is equivalent to

is slightly better than

is better than

is much better than

is slightly worse than

is worse than

is much worse than

Sequence

1

Sequence

2


Figure 8: Scale for comparative quality scoring.

Each video segment and its reference were presented continuously (no still images) during about 60 seconds. QCIF sequences were magnified by a factor 2. A combination of evaluation by 6 experts and 4 naïve viewers was used. Finally, the mean opinion score (MOS) was computed. 

Viewers were asked to rate the PDS deblocked video with respect to the TML9 reference. They were also encouraged to use the entire scale, not just the marked divisions, to convey that the assessment is a continuous value. 

Concerning viewing conditions, the viewing distance was in the range of 4H to 6H, four to six times the height of the picture, as recommended by the VQEG, and compliant with the Recommendation ITU-R BT.500-10. The monitor was a Philips 21”, with standard brightness and contrast settings. The maximum observation angle was 30o, and the room illumination was low.

3.2.2 Test Results

The test set for the CIF sequences (Tempete, Mobile, Paris) has been extended with new sequences with more motion (Schumacher, Incredible), and scene cuts (Incredible, Flattv). 

Results are given in Table 4. A positive score means that TML9 deblocking is better than PDS whereas a negative score means the contrary.

Sequence
Container
Foreman
News
Silent
Paris

Score
1.0
1.7
1.3
1.6
0.15








Sequence
Mobile
Tempete
Incredible
Flattv
Schumacher

Score
0.75
-0.75
-0.94
-0.78
-0.11

Table 4: Subjective scores for CIF and QCIF sequences.

The conclusions of the subjective tests are the following:

· QCIF results are said “better” or “slightly better” for the TML9 deblocking. 

· CIF results are said “equivalent”, or even “slightly better” for PDS. 

Concerning QCIF, we believe that the tuning of the parameters is not adequate yet. Moreover, the including of PDS in the encoding loop will help. For CIF sequences, the reduction of the blocking effect in homogeneous areas seems more efficient, while the details preservation seems equivalent. The Intra frame and the frames following scene cuts are clearly better.

4 Complexity

The deblocking is the most resource consuming process of a JVT video decoder, hence a particular attention must be devoted to its implementation complexity.

4.1 Complexity factors

The complexity point of view explained hereafter differs somewhat from conventional approaches that often restrict to a count of arithmetic operations. However we claim that we have a better indicator of the implementation complexity when considering the target system on which a video Codec will be implemented. Several criteria are listed by decreasing order of importance on Table 5 with their impact on software or hardware implementation. 

Criteria
Impact on software implementation
Impact on hardware implementation

Number and locality of memory accesses
Bus bandwidth, cache efficiency, power consumption, number of load/store instructions
Bus bandwidth, cost of dedicated memory, power consumption

Data dependency
Length of the critical path, amount of possible parallelism, overall performance
Length of the critical path, amount of possible parallelism, overall performance

Data-dependant control flow
Execution flow break, pipeline stall, number of jump instructions, amount of possible parallelism
Execution flow break, pipeline stall, amount of possible parallelism

Internal data size requirements
suitability of SIMD instructions
Datapath width of logic operators

Computational complexity
Number of arithmetic/logic instructions
Number of logic operators

Table 5: implementation complexity criteria

For a software implementation, it is very likely that the preferred platform is a DSP or Mediaprocessor that gives better performance than a conventional general purpose processor. These types of platforms support several of the following features:

· SIMD instructions allowing to process collectively several data with the same instruction (e.g. handling four 8-bit pixels packed in 32-bit words).

· Dedicated instruction set for pixel processing (e.g. filter primitives, absolute value, min, max, etc).

· Instruction level parallelism, enabling to launch simultaneously several instructions (e.g. superscalar or VLIW architectures).

· Pipeline stall avoidance instructions, for minimizing the effects of conditional control flow (e.g. mux, guarded instructions).

The Pentium with its MMX instruction set extension, the ARM V6, the Texas Instrument C6X  DSP and the Philips TriMedia are examples of multimedia  platforms.

It has to be noted that impacts on hardware and on software are quite similar, which can be explained by the convergence between Mediaprocessors and dedicated logic.

4.2 Implementation choices of PDS

The PDS algorithm was designed with a high concern of low implementation complexity without compromising performance. The criteria described in the previous section were used as guideline for choosing the algorithm steps.

4.2.1 Scheduling of horizontal and vertical operations

The scheduling  of filtering horizontal and vertical edges has to be specified in the standard as it affects the results. This choice is very important for the locality of pixel accesses. The proposed  scanning on macroblock basis combines a good locality of accesses to pixels and a medium-grain data dependency between horizontal and vertical filters.

4.2.2 Filter selection granularity

A basic characteristic of PDS is to apply the same filter to 4 consecutive pixels of an edge, instead of making this choice on a pixel basis. As a consequence, the decision process itself is needed less frequently, and, more importantly, four consecutive pixels can be processed in parallel as they have the same control flow.

4.2.3 Regular filters

The filters are only linear combinations so that there is no final or intermediary step of clipping. A consequence of this property combined with the larger filter selection granularity makes possible to implement the filter using common multimedia SIMD instructions. 

4.2.4 Filter selection

4.2.4.1 Memory accesses

The filter selection consists essentially in block classification and gap computation. Both are based on the pixel values of reconstructed blocks (and on the quantizer step for classification).  Filter selection can be done advantageously on the fly, at block reconstruction, for optimizing the locality of pixel accesses. The result, i.e. the filter type of edge segments, can be stored in memory for further use by the filter processing itself that must be done with one macroblock row delay. The first criterion of the Table 5 is then favored with this approach as input pixels are already available (in cache for a SW implementation, in the reconstruction local memory for a HW implementation) while output results represent a very modest memory footprint and bandwidth.

4.2.4.2 Processing

Block classification and gap computation need regular processing consisting essentially of min and max operations that can be easily arranged in short sequences of operations. The Min and max operators were chosen because they do not increase the data size of the internal results, so that they can be implemented by successions of SIMD multimedia instructions working on 8-bit element vectors. 

The Min, Max, row and column computations are mostly independent, giving a lot of opportunies to the designer for making full use of the available parallelism.

4.3 Comparison of complexity of the current TML9 deblocking and PDS 

The PDS algorithm was compared to the current TML9 deblocking scheme for validating the simplification gain. 

4.3.1 Methodology

Critical steps of both algorithms were implemented in C and optimized on a Philips TriMedia DSP that has a VLIW architecture and a multimedia instruction set. Using the compilation tools, it is possible to monitor : 

-
the critical path of important processing steps, 

· the potential degree of parallelism obtainable on a virtual processor without resource constraints or achieved on the current processor, 

· and finally, the number of CPU cycles necessary to perform a particular function.

We estimate that the obtained results are fairly representative of what can be achieved on a typical Mediaprocessor.

4.3.2 Parallelism

The intrinsic parallelism of filters across horizontal edges is illustrated on graphs of Figure 9 and Figure 10, for TML9 and PDS respectively. 
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Figure 9: Execution flow graph of TML9 filters 1 and 2 for a single pixel. Due to data dependencies, parallelism is low.
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Figure 10: Execution flow graph (part) of PDS filters 1, 2 and 3 for four pixels. Note the high degree of parallelism (5th to 8th row).

These graphs are drawn for an “infinite” machine, i.e. without any limit on the resources that can work in parallel. On these pictures, the nodes represent operations and the arrows represent dependencies. There is one clock cycle per row of the diagram so that the number of lines gives the minimum number of cycles necessary to perform the whole function. On an actual implementation, the achievable parallelism is not as high as illustrated on the previous graphs because the number of resources is limited and execution of some operation must be deferred. The figures used for the following section were obtained by scheduling on a TriMedia processor able of issuing a maximum of five instructions by cycle.  Compared to the “infinite resource” graph of previous figures, the cycle count increases typically by 30 to 60%. 

4.3.3 Cycle count

The results of compilation and scheduling were used to evaluate  the total number of cycles for CIF sequences at a frame rate of 30 Hz. Statistics of filter occurrences were obtained on several sequences and used to weight the usage of different portions of code (see JVT-B037.xls for details).

4.3.3.1 PDS deblocking

Table 6 shows the results obtained for the PDS algorithm. Note that the number of cycles is larger for the vertical than for the horizontal edges filtering. This difference is not due to the core of the filter itself, performed by SIMD instructions, but to the memory accesses. The read and write that can be performed by words of 32 bits for horizontal edges but must be decomposed in individual pixel accesses for vertical edges.

The total number of necessary CPU cycles is  about 20 Mcycles/s. Taking into account a Cycle Per Instruction (CPI) of 1.5, this leads to a total number of about 30 Mcycles/s.
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Table 6: CPU cycle count of the PDS algorithm

4.3.3.2 TML9 deblocking

The TML9 deblocking algorithm is more difficult for implementation on a multimedia processor. Indeed, the artifact detection and the filter selection granularity is of one pixel. This property and the data dependencies of the filters make difficult to exploit the parallelism at instruction level. Moreover, dedicated instructions for pixel processing are hardly usable with the internal steps of clipping.
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Table 7: CPU cycle count of the TML9 deblocking algorithm

Table 7 presents the cycle count obtained for the TML9 deblocking algorithm. The total number of necessary CPU cycles is about 71 Mcycles/s, i.e. a total of 106 Mcycles/s when taking into account the CPI. 

4.3.3.3 Comparison of results

Comparing results of Table 6 and Table 7, the PDS algorithm needs about 3.5 times less cycles than the current TML9 proposal. These results were obtained on the TriMedia processor, nevertheless we think that they are good indicators of the implementation on any multimedia processor and also of the complexity of a hardware implementation.
5 Conclusions

We propose a new deblocking algorithm that provides similar perceived quality as the TML9 deblocking for CIF sequences while reducing the complexity by a factor 3.5. The complexity reduction is obtained by avoiding the filtering when the blocking artifact is not visible, according to perceptual properties, and by the strong parallelism of the algorithm. 

Next step consists in including this new algorithm in the encoding loop (this task has already been started). This will mainly require some tuning of the filter selection, especially for QCIF sequences. Having the PDS in the encoding loop should improve the quality due to the re-use of the deblocked image for the motion compensation. This should also reduce the complexity since less blocking artifacts will be present and thus the use of filters F0 and F1 will increase.

Furthermore some new ideas are under investigation:

· Considering luminance masking principle to increase the use of filter F0. The visibility of the blocking artifact is assessed according to the average luminance of the neighborhood.

· Performing chrominance filtering only on 4x4 blocks (instead of on 2x2 blocks) to allow better parallelism.
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This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

Submitting Organization or Person:

Organization name
Philips


Mailing address
See above


Country



Contact person



Telephone



Fax



Email



Place and date of submission
JVT meeting Geneva, January 2002


Relevant Recommendation | Standard and, if applicable, Contribution:

Name (ex: “JVT”)
JVT


Title
PDS, a Low Complexity deblocking for JVT.


Contribution number
JVT-B037






(Form continues on next page)

Disclosure information – Submitting Organization/Person  (choose one box)
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2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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2.1 The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.





2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

In the case of any box other than 2.0 above, please provide the following:

Patent number(s)/status



Inventor(s)/Assignee(s)



Relevance to JVT



Any other remarks:



(please provide attachments if more space is needed)



(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

Disclosure information – Third Party Patents (choose one box)




X
3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



3rd party name(s)



Mailing address



Country



Contact person



Telephone



Fax



Email



Patent number/status



Inventor/Assignee



Relevance to JVT







Any other comments or remarks:
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_1073280732.unknown

_1073280739.unknown

_1073315549.xls
PPL-H26L

		PDS deblocking		cycles/V-edge filter(Y)		cycles/H-edge filter(Y)		cycles/ V-edge filter(Cr)		cycles/ H-edge filter(Cr)		cycles/ 4*4 pixels block		cycles/ frame (Y)		cycles/ frame  (Cr)		occurrence (Y)		occurrence (Cr)		CPU cycles/frame		CPU cycles/s		total cycles/s

		detection & selection										26		164736		0		1		0.00		164736		4942080		7413120

		Filter F0		19		10		11		7		47		181496		225280		0.510		0.786		269641		8089245		12133867

		Filter F1		19		18		19		15		71		231480		425472		0.275		0.214		154908		4647231		6970846

		Filter F2		30		25		20		16		91		344120		450496		0.117		0.000		40133		1203994		1805991

		Filter F3		33		30		24		21		108		394152		563088		0.098		0.000		38469		1154075		1731112

		Total		101		83		74		59		343		1315984		1664336						667887		20036624		30054936

				cycles/		cycles/		cycles/4*4		cycles/		occurrence		CPU cycles/		CPU cycles/s		total cycles/s

		TML9 deblocking		pixel		edge		pixel block		frame				frame				cycles

		detection & selection		11		44		88		1101056		1.00		1101056		33031680		49547520

		F0		8		32		64		800768		0.89		712111		21363329		32044994

		ap > 1 && aq > 1		18		72		144		1801728		0.11		193443		5803276		8704914						0.0033500548

		ap = 3		19		76		152		1901824		0.09		174196		5225870		7838805						0.1073649991

		aq = 3		19		76		152		1901824		0.09		173753		5212576		7818864						0.0915939993

		stronger filtering		28		112		224		2802688		0.00		9389		281670		422505						0.0913611418

		Total		103		412		824		10309888				2363947		70918401		106377602						0.889284946

																								1

		image heigth								352

		image width								288

		fps								30

		nb of luminance 4x4 blocks								6336

		PPL edges												H26L edges

		nb of ver segments (for Y)								6264				nb of ver segments (for Y, U and V)						50112

		nb of ver segments (for U and V)								12528				nb of hor segments (for Y, U and V)						49984

		nb of hor segments (for Y)								6248				nb of segments						100096

		nb of hor segments (for U and V)								12496

		nb of segments								37536

				Essai avec Yann

				stat total

				F0Y		3304898		0.88

				F1Y		238491		0.06

				F2Y		197699		0.05

				F3Y		0		0.00

				F0UV (F0Y, F1Y=>F0UV)		7086778		0.95

				F1UV (F2Y => F1UV)		395398		0.05

				F2UV (F3Y => F2UV)		0		0.00

				total filter		11223264		3

								2.00





stats PPL

				mobile								tempete								paris								incredible

		Q param		16		20		24		28		16		20		24		28		16		20		24		28		16		20		24		28

		nb frames		300		300		300		300		260		260		260		260		150		150		150		150		300		300		300		300

		width		352		352		352		352		352		352		352		352		352		352		352		352		352		352		352		352

		height		288		288		288		288		288		288		288		288		288		288		288		288		288		288		288		288

		nb_Y_edges_hor_perframe		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248

		nb_U_edges_hor_perframe		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248

		nb_V_edges_hor_perframe		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248		6248

		nb_hor_edges_perframe		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744		18744

		nb_Y_edges_ver_perframe		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264

		nb_U_edges_ver_perframe		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264

		nb_V_edges_ver_perframe		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264		6264

		nb_ver_edges_perframe		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792		18792

		nb_Y_edges		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512

		nb_U_edges		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512

		nb_V_edges		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512		12512

		nb_total_edges_perframe		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536		37536

		nb_total_edges_sequence		11260800		11260800		11260800		11260800		9759360		9759360		9759360		9759360		5630400		5630400		5630400		5630400		11260800		11260800		11260800		11260800

		nb_Y_blocks		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336		6336

		stat total

		F0Y		3324499		3311828		1492157		1238564		2561930		2535271		802450		577682		1281761		1187673		516815		450458		2477823		2370673		911905		754719				1612263		0.510326087

		F1Y		230904		241019		1902932		1966432		170781		190627		1731279		1754691		299922		316611		648214		576691		486607		521246		1488056		1397501				870219.5625		0.275448698

		F2Y		198197		200753		162763		272843		520409		527222		180106		301132		295117		372516		240946		171319		789170		861681		406025		395038				368452.3125		0.1166254059

		F3Y		0		0		195748		275761		0		0		539285		619615		0		0		470825		678332		0		0		947614		1206342				308345.125		0.0975998091

		F0UV (F0Y, F1Y=>F0UV)		7110806		7105694		6790178		6409992		5465422		5451796		5067458		4664746		3163366		3008568		2330058		2054298		5928860		5783838		4799922		4304440				4964965.125		0.7857747849

		F1UV (F2Y => F1UV)		396394		401506		717022		1097208		1040818		1054444		1438782		1841494		590234		745032		1423542		1699302		1578340		1723362		2707278		3202760				1353594.875		0.2142252151

		total filter		11260800		11260800		11260800		11260800		9759360		9759360		9759360		9759360		5630400		5630400		5630400		5630400		11260800		11260800		11260800		11260800				9477840		3

		stat_per_frame

		F0Y		11081.6633333333		11039.4266666667		4973.8566666667		4128.5466666667		9853.5769230769		9751.0423076923		3086.3461538462		2221.8538461539		8545.0733333333		7917.82		3445.4333333333		3003.0533333333		8259.41		7902.2433333333		3039.6833333333		2515.73

		F1Y		769.68		803.3966666667		6343.1066666667		6554.7733333333		656.85		733.1807692308		6658.7653846154		6748.8115384615		1999.48		2110.74		4321.4266666667		3844.6066666667		1622.0233333333		1737.4866666667		4960.1866666667		4658.3366666667

		F2Y		660.6566666667		669.1766666667		542.5433333333		909.4766666667		2001.5730769231		2027.7769230769		692.7153846154		1158.2		1967.4466666667		2483.44		1606.3066666667		1142.1266666667		2630.5666666667		2872.27		1353.4166666667		1316.7933333333

		F3Y		0		0		652.4933333333		919.2033333333		0		0		2074.1730769231		2383.1346153846		0		0		3138.8333333333		4522.2133333333		0		0		3158.7133333333		4021.14

		F0UV		23702.6866666667		23685.6466666667		22633.9266666667		21366.64		21020.8538461538		20968.4461538462		19490.2230769231		17941.3307692308		21089.1066666667		20057.12		15533.72		13695.32		19762.8666666667		19279.46		15999.74		14348.1333333333

		F1UV		1321.3133333333		1338.3533333333		2390.0733333333		3657.36		4003.1461538461		4055.5538461538		5533.7769230769		7082.6692307692		3934.8933333333		4966.88		9490.28		11328.68		5261.1333333333		5744.54		9024.26		10675.8666666667

		stat_per_hor_edges

		F0Y		5533.7462041773		5512.6548763853		2483.7481180733		2061.633597613		4920.4882205391		4869.2864720637		1541.199709817		1109.5063004131		4267.0730647911		3953.847455243		1720.5137041773		1499.6065558397		4124.4240473146		3946.0690814152		1517.8981351236		1256.2564769821				3289.4420232611		0.5264791971

		F1Y		384.3478772379		401.1846526002		3167.4976385337		3273.1956351236		328.0050191816		366.1215989573		3325.1251696833		3370.0906723392		998.4615601023		1054.0204219949		2157.9502728048		1919.8451449275		809.9745673487		867.6324083546		2476.9218584825		2326.1898572037				1728.8204719572		0.2766998195

		F2Y		329.9059185848		334.1604710145		270.9247719523		454.1568265132		999.5067602794		1012.591928979		345.9147796577		578.3594629156		982.4653751066		1240.1321227621		802.126283035		570.3330733163		1313.6013853367		1434.2985102302		675.8429774084		657.5547271952				660.048147843		0.1056415089

		F3Y		0		0		325.8294714408		459.0139407502		0		0		1035.760340842		1190.0435643321		0		0		1567.4097399829		2258.2152259164		0		0		1577.3370289855		2007.9989386189				569.6893569387		0.0911794745

		F0UV		11836.1881628304		11827.679057971		11302.491513214		10669.6584654731		10496.9864794413		10470.8161420421		9732.6497590006		8959.1939455046		10531.0692497869		10015.7357544757		7756.9279539642		6838.9034015345		9868.7972293265		9627.4029795396		7989.6399872123		7164.8926683717				10036.5249904365		0.8031790165

		F1UV		659.8118371696		668.320942029		1193.508486786		1826.3415345268		1999.0135205587		2025.1838579579		2763.3502409994		3536.8060544954		1964.9307502131		2480.2642455243		4739.0720460358		5657.0965984655		2627.2027706735		2868.5970204604		4506.3600127877		5331.1073316283				2459.4750095635		0.1968209835

		stat_per_ver_edges

		F0Y		5547.917129156		5526.7717902813		2490.1085485933		2066.9130690537		4933.0887025379		4881.7558356286		1545.1464440291		1112.3475457407		4278.0002685422		3963.972544757		1724.919629156		1503.4467774936		4134.9859526854		3956.1742519182		1521.7851982097		1259.4735230179				3297.8656904141		0.5264791971

		F1Y		385.3321227621		402.2120140665		3175.609028133		3281.5776982097		328.8449808184		367.0591702735		3333.6402149321		3378.7208661224		1001.0184398977		1056.7195780051		2163.4763938619		1924.7615217391		812.0487659847		869.854258312		2483.2648081841		2332.1468094629				1733.2476690685		0.2766998195

		F2Y		330.7507480818		335.0161956522		271.6185613811		455.3198401535		1002.0663166437		1015.184994098		346.8006049577		579.8405370844		984.9812915601		1243.3078772379		804.1803836317		571.7935933504		1316.9652813299		1437.9714897698		677.5736892583		659.2386061381				661.738411986		0.1056415089

		F3Y		0		0		326.6638618926		460.1893925831		0		0		1038.4127360811		1193.0910510525		0		0		1571.4235933504		2263.9981074169		0		0		1581.3763043478		2013.1410613811				571.1482285314		0.0911794745

		F0UV		11866.4985038363		11857.9676086957		11331.4351534527		10696.9815345269		10523.8673667126		10497.6300118041		9757.5733179225		8982.1368237261		10558.0374168798		10041.3842455243		7776.7920460358		6856.4165984655		9894.0694373401		9652.0570204604		8010.1000127877		7183.2406649616				10062.2267189652		0.8031790165

		F1UV		661.5014961637		670.0323913043		1196.5648465473		1831.0184654731		2004.1326332874		2030.369988196		2770.4266820775		3545.8631762739		1969.9625831202		2486.6157544757		4751.2079539642		5671.5834015345		2633.9305626598		2875.9429795396		4517.8999872123		5344.7593350384				2465.7732810348		0.1968209835






_1073315634.xls
PPL-H26L

		

				V-edge		H-edge		V-edge		H-edge		4*4 pixels		frame		frame		occurrence		occurrence		cycles/		cycles/s		CPU

		PPL deblocking		filter(Y)		filter(Y)		filter(Cr)		filter(Cr)		block		(Y)		(Cr)		(Y)		(Cr)		frame				cycles

		detection & selection										26		164736		0		1		0.00		164736		4942080		7413120

		Filter F0		13		11		11		11		46		150160		275264		0.41		0.82		286408		8592239		12888359

		Filter F1		21		14		16		15		66		219016		387888		0.40		0.08		120766		3622994		5434491

		Filter F2		26		22		20		20		88		300320		500480		0.08		0.10		75586		2267582		3401373

		Filter F3		32		22		24		21		99		337904		563088		0.10		0.00		34029		1020877		1531315

		Total		92		69		71		67		325		1172136		1726720						681526		20445772		30668658

		TML9 deblocking		cycles/pixel		cycles/edge		cycles/ 4*4pixel block		cycles/ frame		occurrence		CPU cycles/ frame		CPU cycles/s		total cycles/s

		detection & selection		11		44		88		1101056		1.00		1101056		33031680		49547520

		F0		8		32		64		800768		0.89		712111		21363329		32044994

		ap > 1 && aq > 1		18		72		144		1801728		0.11		193443		5803276		8704914

		ap = 3		19		76		152		1901824		0.09		174196		5225870		7838805						0.0033500548

		aq = 3		19		76		152		1901824		0.09		173753		5212576		7818864						0.1073649992

		stronger filtering		28		112		224		2802688		0.00		9389		281670		422505						0.0915939992

		Total		103		412		824		10309888				2363947		70918401		106377602						0.0913611417

																								0.8892849461

																								1

		image heigth								352

		image width								288

		fps								30

		nb of luminance 4x4 blocks								6336

		PPL edges												H26L edges

		nb of ver segments (for Y)								6264				nb of ver segments (for Y, U and V)						50112

		nb of ver segments (for U and V)								12528				nb of hor segments (for Y, U and V)						49984

		nb of hor segments (for Y)								6248				nb of segments						100096

		nb of hor segments (for U and V)								12496

		nb of segments								37536

				Essai avec Yann

				stat total

				F0Y		3304898		0.88

				F1Y		238491		0.06

				F2Y		197699		0.05

				F3Y		0		0.00

				F0UV (F0Y, F1Y=>F0UV)		7086778		0.95

				F1UV (F2Y => F1UV)		395398		0.05

				F2UV (F3Y => F2UV)		0		0.00

				total filter		11223264		3

								2.00





Stats H26L

		

		Q param		16		20		24		28		16		20		24		28		16		20		24		28		16		20		24		28

		nb frames		300		300		300		300		260		260		260		260		150		150		150		150		300		300		300		300

		width		352		352		352		352		352		352		352		352		352		352		352		352		352		352		352		352

		height		288		288		288		288		288		288		288		288		288		288		288		288		288		288		288		288

		nb_Y_pixels_hor_perframe		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992		24992

		nb_U_pixels_hor_perframe		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496

		nb_V_pixels_hor_perframe		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496		12496

		nb_hor_pixels_perframe		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984		49984

		nb_Y_pixels_ver_perframe		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056		25056

		nb_U_pixels_ver_perframe		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528

		nb_V_pixels_ver_perframe		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528		12528

		nb_ver_pixels_perframe		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112		50112

		nb_total_pixels_perframe		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096		100096

		nb_total_pixels_sequence		30028800		30028800		30028800		30028800		26024960		26024960		26024960		26024960		15014400		15014400		15014400		15014400		30028800		30028800		30028800		30028800

		stat_total:

		strong		7025		10395		11750		12505		61871		80056		83984		81292		15154		24296		30006		31736		170216		242030		286674		312126

		ap > 1 && aq > 1		2624146		2421051		1876847		1556931		3019209		2609756		2049194		1680017		1032608		973756		847989		749090		6650346		6627866		6152551		5670154

		ap = 3		1880031		1838040		1516789		1324579		2403994		2158734		1763631		1509080		844527		846752		760951		689626		5502615		5808125		5556628		5255916

		aq = 3		1874169		1836887		1516167		1325283		2382770		2143647		1753078		1505394		839310		845766		761181		690545		5491490		5800880		5546039		5248364

		F0		27397629		27597354		28140203		28459364		22943880		23335148		23891782		24263651		13966638		14016348		14136405		14233574		23208238		23158904		23589575		24046520

		selection		30028800		30028800		30028800		30028800		26024960		26024960		26024960		26024960		15014400		15014400		15014400		15014400		30028800		30028800		30028800		30028800

				0.0002339421		0.0003461677		0.000391291		0.0004164336		0.0023773716		0.0030761238		0.0032270559		0.0031236167		0.0010092977		0.0016181799		0.0019984815		0.0021137042		0.005668425		0.0080599291		0.0095466352		0.0103942215				0.0033500548

				0.0873876412		0.0806243007		0.0625015652		0.051847926		0.1160120515		0.100278963		0.0787395639		0.0645540666		0.0687745098		0.0648548061		0.0564783808		0.0498914376		0.221465593		0.2207169784		0.2048883405		0.1888238624				0.1073649992

				0.0626075967		0.0612092391		0.0505111426		0.0441102875		0.09237263		0.0829486001		0.0677669053		0.057985872		0.0562478021		0.0563959932		0.0506814125		0.0459309729		0.1832445852		0.1934184849		0.1850432918		0.175029172				0.0915939992

				0.0624123841		0.0611708427		0.0504904292		0.0441337316		0.0915571052		0.0823688874		0.06736141		0.0578442388		0.0559003357		0.0563303229		0.0506967311		0.0459921808		0.1828741075		0.1931772165		0.1846906636		0.1747776801				0.0913611417

				0.9123784167		0.9190295316		0.9371071438		0.9477356405		0.8816105769		0.8966449132		0.9180333803		0.9323223167		0.9302161925		0.9335270141		0.9415231378		0.9479948583		0.772865982		0.7712230925		0.7855650242		0.800781916				0.8892849461

				1		1		1		1		1		1		1		1		1		1		1		1		1		1		1		1				1
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Feuil1

		Degrade horiContal

				F0		F1		F2		F3

		C3/C3		31

		C4/C4		22		23

		C3/C2		8		23

		C3/C1		8		23

		C4/C1		8		23

		C4/C3		22		4		5

		C4/C2		18		4		9

		C2/C1		4		18		9

		C2/C2		4		14		8		5

		C1/C1		0		8		10		13
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