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1
Introduction 
This contribution offers an updated framework for the JVT codec Profiles and Levels, based on VCEG-O14 from the Pattaya meeting, discussions in Pattaya (see VCEG-O07), and comments in the Profiles and Applications AdHoc group since then. 

The high-level goals for the framework remain the same, which include:

1. There should be as few Profiles (interoperability points) as possible; they should be significantly different from each other, even at the expense of some optimization for particular applications.
2. Levels should be defined by a few simple parameters relating to decoder processing and memory capability.
3. Profiles define decoder requirements only, but should be designed with encoder complexity and memory requirements in mind.
4. Profiles should be defined only when their requirements are well-understood, and not in anticipation of “what if” scenarios. We can always add more Profiles later if necessary. 

5. Within a given set of algorithmic tools defined by a Profile, an encoder should be able to omit using those tools it finds inappropriate for the situation.  Decoders must support the entire set of tools defined for the Profile.
NOTE: In this contribution, the words “pixel” and “pixels” refer to luminance pixels.

2
Profiles
Table 1 below, together with the column heading descriptions, gives the formal definition of the proposed Profiles.  Note that, depending on the nature of the algorithmic tools (see discussion below), it is conceivable that no Profiles other than the Baseline Profile may be necessary. 
Support of the “Baseline” Profile (at Level 1) is required of all the JVT codec implementations; all other Profiles and Levels above Level 1 are optional.

Table 1 – Profile Requirements

	Profile Name
	Encoder complexity (JVT goal – not a formal Profile req.)
	Decoder complexity
	Latency
	Err. limits 
	Levels supported
	Applications (examples only!)

	Baseline:

  Low complexity

  Low latency
	Baseline
	Baseline
	Minimal
	10-3, 3%
	All
	H.320 conv.,

3GPP conv.,

SIP conv.

	High-Performance:
High complexity

Low latency
	2xBaseline
	2xBaseline
	Minimal
	10-3, 3%
	All
	H.320 conv.,

SIP conv.

	Broadcast/

Streaming/Storage:

  Hi/Lo complexity

  High latency
	No limit
	Baseline
	No limit
	10-3, 3%
	1, 3, 4, 6, 9, 11 only
	3GPP strmg.,
Strmg (genl),

Entert./DVD


· All Profiles are intended to include support for error-resilience tools at the decoder, as the computational and memory requirements to implement these have not been seen as burdensome, and the encoder can choose to omit use of these tools (saving bits) when the application does not require them.

Note that the “Encoder complexity” figures in Table 1 are proposed goals for the JVT to use in determining which algorithmic tools belong in each Profile.  The Profile itself is a requirement on the decoder only.
A major work item for the JVT must be to propose specific algorithmic features to be included in each Profile.  This contribution does not attempt to do so.

2.1
Baseline Profile

The Baseline profile is low complexity and low latency, and at least minimally supports all expected applications, including real-time encoding, so that it can be used as a general-purpose codec and common mode for full interoperability.

· Note that, although Table 1 shows both Encoder and Decoder complexity as “Baseline”, the definitions imply a 4:1 ratio of Encode:Decode cycles.  The JVT should consider if this is appropriate.

At a minimum, the Baseline Profile should match previous generation codec performance for the same number of cycles.  This Profile is intended to be a widely-used, high-performing codec, not merely a “crippled” least-common-denominator mode.

2.2
High-Performance Profile 

The High-Performance Profile is high-complexity and low latency, and is meant to support applications where considerably more codec complexity is acceptable to achieve improved compression performance.  Some (but probably not all) of the more complex JVT codec features can be included.  However, this must still run in real-time, so complexity is still limited.

· Note that it may be possible to eliminate this Profile completely if support in the decoder of algorithmic tools which require high complexity only in the encoder does not significantly add to decoder complexity.

On the other hand, if support for some performance-improving tools requires considerable extra complexity in the decoder, then this Profile may be necessary. 

2.3
Broadcast/Streaming/Storage Profile 

This supports applications in which encoding need not be performed in real-time.  

For this Profile, latency is unbounded, and it is assumed that  encoding complexity can rise without limit.  Decoding complexity should be modest (to enable real-time playback), yet sufficient to allow decoding of the most complex encoder features.

The intent is that video quality in this low complexity decoder can benefit from considerable additional complexity in the encoder.
Of the existing JVT codec algorithm features, the Broadcast/Streaming/Storage Profile is likely to include the most effective (but complex) features, including B-pictures, 1/8 pel MC, and CABAC.

· If it can be shown that support of high-latency features (B-frames, etc.) in decoders does not inherently require an additional latency burden when these features are not used by encoders, it is possible that the applications for this Profile could be served by the Baseline Profile.

2.3
Multiple reference pictures

When decoder support for multiple reference pictures is required by a given Profile, the required decoder buffer space for this purpose should be specified in the Profile, in units of pictures at the maximum picture size for each Level.  Therefore the buffer required at each Level is a simple function of the maximum picture size (Height * Width, in pixels) for each Level.

Within a given Level, for a given actual picture size (vs. maximum picture size), the actual number of reference pictures supported by the decoder should be specified as a function of the actual picture size in use (H * W, in pixels):


# of reference pictures = floor(# specified in Profile * (Max Picture Size / Actual Picture Size))
This should make the best use of available decoder buffer memory.

3
Levels

The definition of support for a given Level is that any picture format/frame rate combination can be decoded where the:

1. Pixel processing rate (in pixels/second) is <=  the Level limit given, and,

2. Picture size (Height * Width, in pixels) is <= the Level limit given, and,
3. Both picture Height and picture Width (in pixels) are <= sqrt(PictureSize * 8).
The reasons behind each rule are discussed below.

Table 2, below, gives these limiting values for each Level.

Table 2 – Level Requirements (for decoder)

	Level number
	Peak Processing (pixels/second)
	Max Picture Size (total pixels)
	Progressive support?
	Interlace support?

	1
	253,440
	25,344
	Yes
	No

	2
	760,320
	101,376
	Yes
	No

	3
	1,520,640
	101,376
	Yes
	No

	4
	3,041,280
	101,376
	Yes
	No

	5
	6,082,560
	405,504
	Yes
	Yes

	6
	12,165,120
	786,432
	Yes
	Yes

	7
	22,118,400
	921,600
	Yes
	Yes

	8
	55,296,000
	2,097,152
	Yes
	Yes

	9
	62,208,000
	4,915,200
	Yes
	Yes

	10
	125,829,120
	4,915,200
	Yes
	Yes

	11
	125,829,120
	12,582,912
	Yes
	Yes

	12
	301,989,888
	12,582,912
	Yes
	Yes


Appendix A of this contribution shows the effect of these Levels regarding support for commonly encountered picture formats.

Since this Level system is purely a function of Peak Processing rates and Maximum Picture Size, we propose that this same system of Levels be used with all Profiles.

High-latency (streaming, stored media, broadcast) Profiles may choose to allow the use of only a subset of these levels, to minimize chances for interoperability failure when there is no opportunity for bidirectional negotiation between encoder and decoder (stored media, streaming).  This is usually the case for high-latency applications. 

Note that Level 1 is the baseline Level, which must be supported by all implementations of a given Profile.

3.1
Rule 1 – Computational complexity limits
Rule 1 above limits the decoder’s computational ability requirement.

This pixel processing rate limit implies a frame rate limit inversely proportional to the picture size (Height * Width, in pixels) in use.  Note that display of decoded video is outside the scope of the JVT codec standard
; some decoder implementations will not include displays at all (video recorders), and display limitations need not cause interoperability failures.
3.2
Rules 2 and 3 – Memory limits

The second and third rules together limit the required decoder buffer memory.  “Picture size” means total pixels in the complete picture (both even and odd fields if interlaced).

The third rule limits the additional buffer memory needed around the edges of the picture (in some implementations) to that which would be needed for a picture using an 8:1 Height:Width ratio (in pixels) at the maximum picture size.  At the same time, it permits any aspect ratio within this memory limitation.  (Note that this is distinct from the “Picture” or “Pixel” aspect ratios, which take pixel shape into account.)
For example, a Level offering a maximum picture size of 101,376 pixels would permit a CIF (352x288) picture (101,376 pixels), or any other format within the picture size limit with a maximum picture dimension of sqrt(101,376*8), or 900 pixels.  The widest possible picture would be 900 pixels wide, by anywhere from 1 to 112 pixels high (900x112 = 100,800 pixels).  

This rule implies an additional decoder memory requirement of less than 10% at CIF or greater resolution, and less than 5% at SVGA or better resolution, assuming a 16-pixel buffer around all picture edges.  For example:
Suppose a Level with a limit of 480,000 pixels.  This supports SVGA (800x600 = 480,000).  With 16-pixel buffers around all edges, 800x600 requires a total buffer of 832x632, or 525,824 pixels.  

The picture height limit is sqrt(480,000*8), or 1959 pixels.  The maximum width for a 1959 pixel high picture is  (480,000/1959) or 245 pixels.  Adding the 16-pixel buffer yields a buffer of 277x1991, or 551,507 pixels.  This is 4.9% larger than the SVGA buffer.

4
Open issues

The following is a “living list” of issues that require further discussion among the JVT experts.

1. Should there be a requirement on the Baseline profile that it compress some given amount better than H.263 for the same number of cycles?

2. Are the error tolerance values given for “no visible artifacts” in the Profile definitions (random BERs of 10-5 standard, and 10-2 “error resilient”, and random packet loss rates of 1% and 3%, respectively) reasonable?
a. No.  A measurement of a PSNR drop of 2 dB has been proposed.

3. Is “no visible artifacts” the proper measure of error-resilience performance?

a. No.  See issue 2 above.

4. The length of each packet probably has a strong effect on the result of packet loss rates.  How should this be specified?

a. It was suggested via email that MTUs of 100 and 1000 bytes should be used, with the limit of 1 dB PSNR loss on average over the whole sequence.

5. Should formats other than YUV 4:2:0 be considered?
a. Differing opinions on this in Pattaya.

6. Do the following parameters need to be specified for each Profile/Level?  (credit to Minhua Zhou for his comments on the VCEG reflector): 

a. maximum number of reference frames on the decoder side

b. minimum vector block size (e.g. >=8x8 for baseline)

c. maximum vector range (right now, it is infinitive)

· We feel this should be limited somehow, in order to limit memory requirements when implementing the JVT codec on multiple parallel processors.  We tentatively suggest the limit should be 1/10 of the maximum(Height, Width) of the picture size, in pixels.

· Is this purely an encoder issue?  If so, it need not affect the definition of any Profiles.  Encoders can choose to limit their MV searches.

d. maximum packet length, VBV buffer size

· The following comment was received by email:

“First, understand that packet size is something else than the number of bits in a slice, for example when data partitioning is used. So I speak about Slice Size. 

A reasonable maximum for a Slice Size could be 3 kbyte. This would allow to take advantage from Data Partitioning in environments with an MTU size of 1500 bytes, such as most IP networks. 

I don't believe that it makes sense to reduce the max Slice Size with the transmission bit rate. Yes, modem PPP links have MTU sizes of 500 bytes or less, and wireless may only have 100 bytes or so. But as soon as you go to ISDN (64 kbit/s per channel), the normal MTU size is already 1500 bytes, so that here the 3 kbyte limit would already be advisable.”

e. deblocking filtering (complexity scalable)

7. Should additional frame rate limits be imposed, beyond those implied by the maximum pixel processing rate (in the Level) and the picture size in use?

a. Adding such limits to only some Profiles seems to multiply the number of Profiles unacceptably.

b. Adding such limits to the Level definitions seems likely to make the Level definitions considerably more complex than necessary.

c. Therefore, if such limits must be added, I propose adding them to all Profiles, as a general maximum frame rate.  I propose that this rate should not be less than 172 Hz, as this rate permits 2x86 Hz, for use by stereoscopic (alternating left/right) video streams at 86 Hz, the highest refresh rate in common use today.  (Note that in most cases the Level-based pixel processing rate limit will impose a much lower maximum frame rate.)

[end main body text]

Appendix A – Effect of Levels on Frame Rates

The following table shows the effective maximum frame rates for each proposed Level, for a variety of commonly encountered picture formats.  The blue (shaded) cells are the limit values given in Table 2, the rest are simple calculations.

The frame rates given are Frames Per Second in the context of both Progressive and Interlaced scanning.  “30.0” therefore means 30 Frames Per Second for Progressive scanning, and if in interlace mode, it implies 60 Fields per Second, each with one-half the lines of the total picture size.

This contribution does not suggest that only these formats should be supported; this table is merely given as a reference for common picture formats. 
	
	Level number:
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12

	
	Max pixels per second:
	253,440
	760,320
	1,520,640
	3,041,280
	6,082,560
	12,165,120
	22,118,400
	55,296,000
	62,208,000
	125,829,120
	125,829,120
	301,989,888

	
	Max picture size (pixels):
	25,344
	101,376
	101,376
	101,376
	405,504
	786,432
	921,600
	2,097,152
	4.915.200
	4,915,200
	12,582,912
	12,582,912

	Format
	Width
	Height
	Pixels
	
	
	
	
	
	
	
	
	
	
	
	

	SQCIF
	128
	96
	12,288
	20.6
	61.9
	123.8
	247.5
	495.0
	990.0
	1800.0
	4500.0
	5062.5
	10240.0
	10240.0
	24576.0

	QCIF
	176
	144
	25,344
	10.0
	30.0
	60.0
	120.0
	240.0
	480.0
	872.7
	2181.8
	2454.5
	4964.8
	4964.8
	11915.6

	QVGA
	320
	240
	76,800
	-
	9.9
	19.8
	39.6
	79.2
	158.4
	288.0
	720.0
	810.0
	1638.4
	1638.4
	3932.2

	SIF
	352
	240
	84,480
	-
	9.0
	18.0
	36.0
	72.0
	144.0
	261.8
	654.5
	736.4
	1489.5
	1489.5
	3574.7

	CIF
	352
	288
	101,376
	-
	7.5
	15.0
	30.0
	60.0
	120.0
	218.2
	545.5
	613.6
	1241.2
	1241.2
	2978.9

	VGA
	640
	480
	307,200
	-
	-
	-
	-
	19.8
	39.6
	72.0
	180.0
	202.5
	409.6
	409.6
	983.0

	4SIF
	704
	480
	337,920
	-
	-
	-
	-
	18.0
	36.0
	65.5
	163.6
	184.1
	372.4
	372.4
	893.7

	4CIF
	704
	576
	405,504
	-
	-
	-
	-
	15.0
	30.0
	54.5
	136.4
	153.4
	310.3
	310.3
	744.7

	SVGA
	800
	600
	480,000
	-
	-
	-
	-
	-
	25.3
	46.1
	115.2
	129.6
	262.1
	262.1
	629.1

	XGA
	1024
	768
	786,432
	-
	-
	-
	-
	-
	15.5
	28.1
	70.3
	79.1
	160.0
	160.0
	384.0

	720p
	1280
	720
	921,600
	-
	-
	-
	-
	-
	-
	24.0
	60.0
	67.5
	136.5
	136.5
	327.7

	4VGA
	1280
	960
	1,228,800
	-
	-
	-
	-
	-
	-
	-
	45.0
	50.6
	102.4
	102.4
	245.8

	SXGA
	1280
	1024
	1,310,720
	-
	-
	-
	-
	-
	-
	-
	42.2
	47.5
	96.0
	96.0
	230.4

	16SIF
	1408
	960
	1,351,680
	-
	-
	-
	-
	-
	-
	-
	40.9
	46.0
	93.1
	93.1
	223.4

	16CIF
	1408
	1152
	1,622,016
	-
	-
	-
	-
	-
	-
	-
	34.1
	38.4
	77.6
	77.6
	186.2

	4SVGA
	1600
	1200
	1,920,000
	-
	-
	-
	-
	-
	-
	-
	28.8
	32.4
	65.5
	65.5
	157.3

	1080i
	1920
	1080
	2,073,600
	-
	-
	-
	-
	-
	-
	-
	26.7
	30.0
	60.7
	60.7
	145.6

	2Kx1K
	2048
	1024
	2,097,152
	-
	-
	-
	-
	-
	-
	-
	26.4
	29.7
	60.0
	60.0
	144.0

	4XGA
	2048
	1536
	3,145,728
	-
	-
	-
	-
	-
	-
	-
	-
	19.8
	40.0
	40.0
	96.0

	16VGA
	2560
	1920
	4,915,200
	-
	-
	-
	-
	-
	-
	-
	-
	12.7
	25.6
	25.6
	61.4

	16SVGA
	3200
	2400
	7,680,000
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	16.4
	39.3

	16XGA
	4096
	3072
	12,582,912
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	10.0
	24.0


Note: XGA is also known as (aka) XVGA, 4SIF aka SDTV, 4SVGA aka UXGA, 16XGA aka 4Kx3K
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This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.
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Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	X
	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.



	[image: image8.wmf]
	3.2
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� “Baseline” Encoder Complexity means ~ 180 instructions/pixel (this is guessed to be roughly equivalent to 45 TriMedia cycles/pixel or, 125 Pentium4 cycles/pixel)





“Baseline” Decoder Complexity means ¼ of encoder complexity





“Minimal” Latency means minimal practical latency (no worse than the lowest latency mode of H.263++)





“Error limits” gives the highest error rate at which a PSNR drop of less than 2 dB occurs over the average of all pictures of all sequences of the common conditions relevant for the target applications, relative to an error free environment.  Units are random Bit Error Rate (BER) and random packet loss percentage.





� Thanks to Gary Sullivan for this insight.


� Display of video may indeed be within the scope of a systems standard.
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