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Summary

This document contains a proposal for a new video coding layer based error resilience tool called Scattered Slices. When used over packet lossy links and augmented with an appropriate error concealment technology, it can dramatically enhance reproduced picture quality at high packet loss rates, with a small amount of side information.

In Scattered Slices, the macroblock ordering in the picture differs from that found in regular raster-scan ordered slices.  Specifically, Scattered Slices consists of macroblocks that are scattered throughout the picture in such a way that if one or more of the slices are lost, macroblocks surrounding those that were lost are available to allow for high quality error concealment.  The penalty for coding macroblocks in an order different from raster-scan order is the less efficient entropy coding, because the in-picture prediction mechanisms (in particular the motion vector and intra-pixel prediction) will, in general, not work as efficiently.  However, as will be shown, the total overhead incurred by not taking advantage of in-picture prediction is normally less than 10% (see JVT-B024 for details).
Scattered Slices

Normally, slices consist of an integer number of macroblocks in raster-scan order.  Scattered slices consists of an integer number of macroblocks, but these macroblocks are distributed in such a way that, ideally, no macroblock in a slice neighbors any other macroblock in that same slice.  If this is achieved, then a loss of a single slice always leaves all surrounding macroblocks of each lost macroblock available for error concealment, and, hence, enables very efficient error concealment algorithms.  Figure 1 shows, on the left side, a usual scan order slice, whereas, on the right side, a scattered slice is depicted.
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Figure 1: Scan order vs. Scattered Slice

Algorithm: Video Encoder

Each macroblock in the picture is assigned to exactly one scattered slice, by picture layer mechanisms.  The decoder must be aware of how the macroblocks are ordered in the picture.  The macroblock ordering scheme is called the scatter pattern.  Details for how the scatter pattern is communicated to the decoder is presented in the scatter pattern generation section later in the document.  In H.323 systems using bit rates up to 512 kbit/s, a reasonable number of scattered slices is 3 to 6 for each picture. More generally, the minimum number of scattered slices seems to be 3, in order to minimize the number of adjacent macroblocks belonging to the same slice.  The maximum number of scattered slices is, as usual, determined by payload/overhead and MTU size constraints.  Similar to regular slice operation, scattered slices are more efficient (from an error resilience point-of-view) the smaller they are.

The encoder processes slice by slice.  Within each slice, macroblocks are processed in raster-scan order, but, of course, there are ‘gaps’ between the macroblocks of the slice (otherwise the slice wouldn’t be scattered).  The encoded bits are then packetized and transmitted using normal RTP packetization rules, so that normally one scattered slice is transmitted in either one or three packets, depending on the use of data partitioning.  Within each scattered slice, prediction between macroblocks, e.g. for motion vectors and/or for intra coefficients seems possible.  However, it is simpler from an implementation perspective, and doesn’t introduce too much overhead, not to employ any in-slice prediction mechanisms.  See the discussion below.

The fact that the macroblocks are coded independently allows them to be placed into the reference picture in the typical raster-scan order to facilitate interpolation for sub-pel motion search accuracy and in-loop filtering.  The efficiency cost of independent macroblock coding, in particular the cost of not allowing motion vector and intra-pixel prediction, is described in our document JVT-B024.

The scattered slice operation of the IP-NAL is identical to the use of regular scan order slices.  As with regular slices, scattered slices can be used with or without data partitioning.  When using data partitioning, the availability of the macroblock types allows for sophisticated concealment mechanisms specifically designed only for intra macroblocks that take advantage of the large amount of correct information surrounding the lost macroblock. The H.263-based demo presented later uses non-standardized mechanisms to transmit the inter/intra knowledge.  However, we want to emphasize that the inter/intra knowledge, while beneficial, is not essential for the performance of the algorithm. 

Algorithm overview: Decoder

The decoder’s operation is discussed in terms of reconstruction, and error concealment.

Reconstruction

The reconstruction process is the inverse of the encoding process.  The bits from the received packets are decoded one macroblock at a time.  The decoded macroblocks are placed into the reconstructed picture in their original “de-scattered” order.  The de-scattering of the macroblocks is achieved by using information about the scatter pattern that is either implicitly available, or explicitly transmitted.  The reconstructed picture may then be loop filtered, displayed and/or stored for use a reference picture for subsequent reconstructed pictures.

Error Concealment 

Generally, error concealment is non-normative.  Hence, the following hints may end up in the test model, not in the standard itself.  However, the whole concept of scattered slices is proposed in order to facilitate efficient error concealment.  Hence, the standard should include some language specifying that, at the very minimum, concealment mechanisms as powerful as the one in appendix III Section 5.4  (TCON) of H.263 should be applied.

Three levels of error concealment were shown to be helpful when implementing the algorithm in an H.263 product:

· Macroblock type concealment (Inter/Intra)

· Motion Concealment

· Spatial Interpolation

Macroblock Type Concealment

This ‘concealment’ simply sets the macroblock type of a lost slice to Inter, which triggers Motion Concealment and prevents Spatial Concealment.  If data partitioning is used, this type of concealment is only necessary if the Header Partition is lost.

Motion Concealment

For lost macroblocks that are not intra-coded, we estimate their motion vectors.  For each lost macroblock, we compute the median of the motion vectors of 3 neighboring macroblocks similar to the way motion vector prediction is done in H.263.  When data partitioning is used and the Header Partition is available, then, of course, the correct motion vectors included in this partition are used. 

Spatial Concealment

The contents of lost macroblocks that are specified as intra-coded are spatially interpolated from adjacent macroblocks.  Specifically, for the 8x8 block in the upper left hand corner of the macroblock, the last row of pixels from the 8x8 luma block immediately above and the right-most column of the 8x8 block to the left are 2 dimensionally bi-linearly interpolated to derive the lost pixels values. The pixel values for the 3 other 8x8 luma blocks are derived in a similarly.  The pixels for the lost chroma blocks are spatially interpolated using the last row of pixels from the chroma block immediately above and the right-most column of the block to the left.

Alternately, it may be possible to use the intra-prediction mechanisms in the JVT codec to generate good pixel values for spatial concealment.  This is left as and open question.

Scatter Pattern Generation

Obviously, it is of ultimate importance that the scatter pattern is identical at the encoder and the decoder.  Furthermore, the scatter pattern changes with the picture geometry and the number of slices to be used, and, hence, is a picture layer functionality.  We propose two different means to make the decoder aware of the scatter pattern the encoder uses: an implicit mechanism, and the explicit transmission of the scatter pattern.  It is anticipated that the implicit mechanism will be the one most commonly used.  The explicit ones may be used for special applications such as video mixing MCUs as an example.  

When no specific scatter pattern for a given picture is available, the implicit scatter pattern generation mechanism is assumed.  In the IP-NAL environment, this means that in each parameter storage location the implicit scatter pattern is initialized unless an explicit scatter pattern was conveyed together with the rest of the parameter set.

Implicit scatter pattern

The implicit scatter pattern can be described as a function of the number of columns in the picture (in macroblocks) n and the number of slices to be coded p.  Specifically, unscattered macroblock x is assigned to slice S according to the equation,  
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where x starts at zero and increments in raster-scan order, “%” and “/” represent the modulo operation and division with truncation respectively.  For example, consider a picture with n = 8 macroblock columns and 5 rows.  If we want p = 5 slices then the slice assignment would be as shown in Figure 2.
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Figure 2. Implicit Macroblock Scatter Pattern Example.

Explicit scatter pattern

As all picture level functionality, the syntax for the scatter pattern is defined in the NAL of the network used.  For the IP-NAL, the precise SDP-based syntax will be defined in the future.  One idea may be a simple ascii-based syntax, where one SDP-attribute corresponds to one line of macroblocks, with an attribute syntax as follows

a=H26L: (<ParameterSetList>) Scatter <MBLineNumber> <SliceAssociationList>

Here an example for setting a scatter pattern in parameter storage location 0 for a QCIF picture and 6 slices (refer to VCEG-N52 for the basic SDP syntax employed here):

a=H26L:(0) Scatter 0 13524613524

a=H26L:(0) Scatter 1 24613524615

a=H26L:(0) Scatter 2 13524613524

a=H26L:(0) Scatter 3 24613524615

a=H26L:(0) Scatter 4 13524613524

a=H26L:(0) Scatter 5 24613524615

a=H26L:(0) Scatter 6 13524613524

a=H26L:(0) Scatter 7 24613524615

a=H26L:(0) Scatter 8 13524613524

Please note, that within a scattered slice, the macroblocks are ordered in raster-scan order.  Hence, it is possible to calculate the scatter matrix (i.e. which macroblock has to be copied where when converting a source picture into its scattered representation) out of the above assignment of macroblocks to slices.

In-Slice prediction Mechanisms

Normally, H.26L makes heavy use of in-slice prediction mechanisms.  Specifically, motion vectors are predicted, as are pixels in intra-coded macroblocks.  Significant work has been done to improve prediction mechanisms especially for intra-coding.  Until now, the only way to interrupt the in-slice prediction mechanisms was to set slice boundaries.

In contrast, the H.263-based demo of scattered slices does not use any in-slice prediction since Annex I is not used.Consequently, there is no form of coefficient prediction active (see the appendix of this document).  In addition, motion vector prediction is obviated by setting the predicted motion vector to the zero vector.  In the H.263 environment, the resulting coding efficiency losses are insignificant – a few per cent of the bit rate, and, as the demo shows, very well invested, because the reproduced picture quality in error prone environments significantly outperforms the standard mechanisms.

In H.26L, the authors do see two different ways to handle the issue of in-slice prediction:

1. It is possible to abandon the in-slice prediction completely, as it was done in the H.263 demo.  The document JVT-B024 provides a worst case estimation for the coding efficiency of this approach.  The bit rate penalty highly depends on the picture format, the content, and the quantizer factor.  Generally, the penalty is very low – less than 5% for 6 of the seven common condition sequences -- at a QP of 16, whereas it reaches 20% for the worst sequence at a QP of 28.  All in all these numbers are quite reasonable considering the normal overhead that has to be spent to cope with error rates that the proposal is able to cope with.

2. It may be possible to use parts of the in-picture prediction mechanisms, but only with changes.  The authors do not believe that any form of intra prediction for macroblocks scattered all over the picture will be very helpful.  With respect to motion vector prediction, the scattering also renders the median algorithm of H.26L rather useless.  However, a simple MV prediction from the MV of the previous coded macroblock of the scattered slice – the same way that  H.261 implements MV prediction, could prove helpful.  

For now, the authors propose to use approach #1 – however, they promise to investigate the performance of concept #2 as well and report back to JVT before the next meeting.

Signaling the use of Scattered Slices 

It should be possible to enable/disable the use of Scattered Slices on a picture to picture, or, at least GOP to GOP basis.  Enabling and disabling them on the sequence level seems unwise, because it is beneficial to enable Scattered Slices at higher error rates, and disable them when the error rates drop.  It is not possible to signal the use of Scattered Slices on the slice layer, because it is not possible to mix scattered and regular slices in the same picture.

The signaling follows the usual approach, as described in documents such as VCEG-N52 or JVT-B028.  Specifically, one parameter set with Scattered Slices and one Parameter Set without Scattered Slices needs to be generated and transmitted by Parameter Set transmission mechanisms (normally out-of-band, or as a side effect of the capability exchange, but in-band transmission with application-layer protection is possible as well).  In the same message, the explicit scatter pattern, when desired, can also be conveyed.  The change between the use or not-use of Scattered Slices is indicated by the Parameter Set symbols of the Slice header.

Profile Considerations

We propose to add the Scattered Slices coding tool to all profiles that are intended for the use over error prone channels with packet loss rates of 3 percent or higher.  

Open issues:

The following questions require further study, and the authors hope for a fruitful discussion during the meeting:.

1. May intra-prediction be used with macroblock scrambling in some way to improve coding efficiency?  As stated above, the authors do not believe so, but smart ideas are always welcome.

2. How does the scattering interfere with loop filter designs.  In particular, should a) the loop filter be disabled completely when using scattering, b) the loop filter be applied to the reference frames after de-scattering the reference frame, or c) the loop filter be applied to the scattered reference frame?  This question is relatively simple if the loop filtering is done in one process after reconstruction, but if implementation needs arise (i.e. cache size or memory considerations) that make a complete loop filter run difficult or impossible then scattered slices do make problems.  Input is solicited from our interpolation/loop filter experts.

3. The proposed scheme does not allow the use of slices with a variable number of macroblocks, which has been shown to be useful to match the MTU size.  Maybe it is possible to come up with an implicit algorithm that allows for different slice sizes, using the x and Y information in the slice header as an indication?  Or we have to use the sliceID, which, in this case must be mandated even in the non-partitioned mode of the NAL

Appendix: Video Error Concealment Demonstration

This appendix describes the video error concealment technique to be demonstrated at the January 2002 JVT meeting in Geneva. The algorithm, known as diversity based concealment or DBC, works in the context of a specially modified H.263 video codec and H.323/RTP video packetization mechanisms.  DBC has been proven an effective and robust video error concealment technique in the presence packet loss rates of up to 10%.  In addition, DBC may be enabled or disabled on a picture-by-picture basis.  The state of DBC is signaled by external means.  This appendix is organized into three sections.  Section one contains an overview where the algorithm is described at a high level to provide context for the second section.  Section two contains detailed descriptions of important features of the algorithm.  The third and final section contains a short conclusion including a summary of how DBC departs from standard H.263 video and H.323/RTP video packetization mechanisms. 

DBC Overview
This section of the document contains an overview of DBC.  Details describing individual components of the algorithm are described in the next section.  To simplify the algorithm description, some examples are considered in which no more than 1 packet is lost in a given frame.  DBC, however, is designed to handle multiple packet loss scenarios. A block diagram
 of the codec is shown in Figure A-1.  
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Figure A-1.  DBC Block Diagram.

The algorithm encodes video using a modified H.263 encoder.  The modification encompasses the complete renunciation of any in-picture prediction mechanisms, such as Intra prediction (Annex I) or motion vector prediction (Baseline H.263).  In addition, the DQUANT mechanism is not used.  This results in coded macroblocks that are independent from each other.

The algorithm then packetizes the encoded video so that bits from spatially adjacent macroblocks are placed in different packets.  The reordering of macroblock encoded data is referred to as macroblock interleaving.  Specifically, each macroblock is numbered 1 to n as shown in Figure A-2 for a QCIF formatted example frame with 9 rows of 11 macroblocks and n equal to 6.
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Figure A-2.  Example Macroblock Interleave Pattern.

Macroblocks labeled 1 are placed into packet 1, those labeled 2 into packet 2 etc.  There will therefore be 6 packets per frame in this example.    More complex packetization schemes may also be used if the coded macroblocks of one macroblock group exceed the MTU size, but are not relevant for this presentation and would only lead to confusion.  

The motivation for interleaving macroblocks is two-fold.  First, the errors due to packet loss are spatially distributed which, it can be argued, is less disturbing than concentrating the errors in one region on the screen.  Second, and more importantly, when the immediate neighbors of a lost macroblock have been decoded successfully, the decoder may then use the decoded information to predict motion vectors and spatial content of the lost macroblock with surprising accuracy.  When a packet is lost, for example the packet containing macroblock group 5, the associated macroblocks, marked x, will be lost as shown in Figure A-3.  The decoder determines which macroblocks where contained in the lost packet(s) via external means (for example the RTP header).
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Figure A-3.  Locations of Lost Macroblocks.

For each lost macroblock, we determine whether it was intra- or inter-coded by examining an “intra macroblock map” sent in the picture header.  The map identifies which macroblocks in the frame were intra-coded.  If the lost macroblock was not intra-coded, then an estimate of its motion vector is computed by examining the motion vectors of its neighbors.  The lost macroblock is then motion compensated using the estimated motion vector.  If the lost macroblock was intra-coded, then its contents are spatially interpolated from adjacent macroblocks.  If the intra macroblock map is lost, all lost macroblocks for that frame are assumed to be inter-coded
.   Finally, the encoder uses a macroblock refresh mechanism that intra-codes macroblocks according to a pre-determined “walk-around” pattern.  The walk around refresh mechanism is used to clean up residual encoder/decoder reference frame mismatches.

Algorithm Details

Some components mentioned in the DBC overview section above are presented in detail in this section.

Intra Macroblock Map

The intra macroblock map is coded using a run-length technique.  The technique is designed to ensures that the maximum number of bits sent does not exceed 9*(M/8 + 1) where M is the number of macroblocks in a picture and ”/” means truncated division.  The map is sent using the PEI/PSPARE mechanism in the picture header.  Intra-coded macroblocks due to the walk around refresh are not included in the map.  The overhead bit cost for the map is on average very low with a worst case of 450 bits in CIF which represents about 6% of the 112Kbps video bandwidth used in a 128Kbps video call.

Inter-coded Macroblocks

For lost macroblocks that are not intra-coded, we estimate their motion vectors and motion compensate.  For each lost macroblock, we compute the median of the motion vectors of 3 neighboring macroblocks.  Similar to the way motion vectors are predicted in H.263.  The macroblocks have been interleaved in a way to ensure the integrity of the estimation process when one (and in some cases more than one) packet has been lost in a frame. Finally, we motion compensate the lost macroblock using the estimated motion vector.

The H.263 standard specifies that the motion vectors be differentially encoded to improve coding efficiency.  As a result, any error in which motion vector data is lost for one macroblock negatively impacts adjacent macroblocks.  To reduce error propagation, the video codec has been modified to code the motion vectors non-differentially.  . This modification results in a significant increase in error resilience at the cost of a modest amount coding efficiency and allows for DBC implementations that do not add coding delay.  

Intra-coded Macroblocks

The contents of lost macroblocks that are intra-coded are spatially interpolated from adjacent macroblocks.  Special provisions are made for macroblocks at picture borders.

Walk Around Refresh

A walk around refresh mechanism is used to clean up residual encoder/decoder reference frame mismatches not corrected by the inter- and intra-concealment methods described above.  Using this mechanism, macroblocks are intra-coded in a deterministic pattern.  The pattern is specified using a walk around interval.  The walk around interval specifies the number of macroblocks skipped before the next is intra-coded.  For example, consider a CIF formatted frame with 396 macroblocks numbered in raster-scan order.  For a walk around interval of 47, macroblocks are intra-coded in the following order 1, 48, 95, 142, 189, 236, 283, 330, 377, 28, 75, etc.  In this way, every macroblock is intra-coded in a time directly proportional to the walk around interval. Notice that the sequence is modulo 396, the size of a CIF frame in macroblocks.

The number of intra macroblocks used by the walk-around refresh can be surprisingly low when compared to the numbers selected by the TMN13’s loss-aware rate-distortion optimization mechanism (or the low complexity mode of the TMN as well).  The reason for this behavior seems to be that the highly efficient concealment algorithm, which is made possible by  DBC, generates fewer and/or less annoying artifacts in a lossy envioronment, and hence, it is acceptable to clean up corrupted areas less frequently.  The result is a better reproduced picture quality due to fewer intra blocks and, hence better coding efficiency.

Conclusion

The DBC video error concealment algorithm has been described in this document.  The algorithm works in the context of a specially modified H.263 video codec.  Specifically, DBC differs from the H.263 video standard by not coding motion vectors differentially.  Further, DBC does not use standard H.323/RTP packetization methods due to the fact that the macroblocks are interleaved prior to packetization.  Finally, a real-time demonstration of DBC is planned this JVT meeting. 


JVT Patent Disclosure Form

	International Telecommunication Union
Telecommunication Standardization Sector
	International Organization for Standardization
	International Electrotechnical Commission  

	[image: image4.wmf]
	[image: image5.png]1S0
NS




	[image: image6.png]





Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:


JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA


Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Polycom Inc and Teles AG
	

	Mailing address
	See above
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Place and date of submission
	JVT meeting Geneva, January 2002
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT/H.26L
	

	Title
	Scattered Slices: A New Error Resilience Tool for H.26L
	

	Contribution number
	JVT-B027
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)

	
	

	[image: image7.wmf]
	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,



	[image: image8.wmf]
	2.1 The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.

	
	

	[image: image9.wmf]
	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.

	
	

	X
	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.

	
	

	[image: image10.wmf]
	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	Patent provisionally filed, Fall 2001


	

	Inventor(s)/Assignee(s)
	Michael Horowitz / Polycom Inc.


	

	Relevance to JVT
	H.26L Error Resilience Tool  (proposal)
	

	Any other remarks:
	Scattered Slices is based on the Diversity Based Concealment algorithm invented by Michael Horowitz and Assigned to Polycom Inc.  Scattered Slices was designed by both Michael Horowitz of Polycom Inc. and Stephan Wenger of Tele AG.


	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)

	
	

	X
	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.



	[image: image11.wmf]
	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:






















� The block diagram was designed for conceptual clarity.   In practice, this implementation would introduce delay since the no packets can be sent prior to the complete encoding of a frame.  The interleaving/de-interleaving processes may be integrated into the codec allowing packets to be sent before the entire frame is encoded thereby not introducing additional coding delay.  This integration is made possible by the fact that macroblocks are coded independently of one another.


� There is a small loss in perceived quality if all lost macroblocks are assumed to be inter-coded in lieu of sending the bitmap.
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