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1. Core Experiment Definition

After the Pattaya meeting, the Ad Hoc Group on Interlaced Coding revised the common conditions for its experiments, which were proposed in VCEG-N85, and issued VCEG-O59 as the revised definition of its core experiments.  We settled on six common sequences for testing, three 625 sequences (Canoa Valsesia, F1 Car, and Rugby) and three 525 sequences (Tempete, Football, and Bus).  Additional sequences were at the option of the experimenters.

For each of the video sequences we requested that the following combinations be tested:

A) Anchor Frame Pictures: 


1) IPPPPPP…, no B-frames;


2) IBBPBBP…, two B-frames between I/P frames;

B) PICLEV Field Pictures (to compare against Anchor Frame Pictures in A): 



1) IP|PP|PP|PP|PP|PP|PP|..., no B-frames;


2) IP|BB|BB|PP|BB|BB|PP|..., two B-frames between I/P frames;

C) Inter-MFFA Frame Pictures (to compare against Anchors in A and PICLEV in B): 


1) IPPPPPP..., no B-frames;


2) IBBPBBP..., two B-frames between I/P frames.

D) Ref-for-each-MV structures


1) Frames IPPPPPP..., no B-frames;


2) Frames IBBPBBP..., two B-frames between I/P frames.


3) Fields IP|PP|PP|PP|PP|PP|PP|..., no B-frames;


4) Fields IP|BB|BB|PP|BB|BB|PP|..., two B-frames between I/P frames;

E) Adaptive PICLEV Field/Frame Pictures (adaptively choose to code each frame as one frame or two fields)


1) IP|PP|PP|PP|PP|PP|PP|..., no B-frames;


2) IP|BB|BB|PP|BB|BB|PP|..., two B-frames between I/P frames.

2. Results

We have two contributors that performed our core experiments.  Limin Wang (JVT-B071) implemented and tested combinations A, B, C, and E.  Lowell Winger (JVT-B020) implemented and tested combinations A and B.  Nobody attempted combination D.

We have results for the six common sequences plus the Mobile-calendar sequence in combinations A, B, and E.  These results demonstrate the following:

1. Bus, Football, Canoa, F1 car, and Rugby favor field coding (B);

2. Mobile and Tempete favor frame coding (A);

3. The difference between frame and field coding can be up to a few dBs, which is significant;

4. When we turn on adaptive coding (E), we get the following:

most frames of Bus, Football, Canoa, F1 car, and Rugby are coded as field pictures;

most frames of Mobile and Tempete are coded as frame pictures;

5. Adaptive coding (E) performs better than both frame and field coding:

for Bus, Football, Canoa, F1 car, and Rugby, adaptive coding is much better than frame coding, and close to field coding

for Mobile and Tempete, adaptive coding is much better than field coding, and close to frame coding.   

At this time we are still working on debugging MB level coding (C). We hope to have results ready for a revised version of this report at the meeting in Geneva, and we expect these results to show additional gain over E.

3. Conclusions and Recommendations

We conclude the following:

1. Either frame or field coding alone is not be a good solution for interlace materials.

2. Adaptively choosing to code each frame as a frame picture or as two field pictures (E) guarantees that the encoder can get good performance. 

3. We recommend that the Joint Video Committee adopt option (E) into the Test Model now, so that the industry that is interested in coding interlaced video can begin to develop plans for deployment of this standard. 

4. At this stage, we want to keep the door open for further results on (C), the MB-level adaptive coding to see if it can show significant improvement over (E).  We actually hope to have results on this by the time of the meeting in Geneva.

4. Open Issues for Further Study

We currently have two outstanding issues, direct mode for B-frames and CABAC contexts for the MB-level adaptive frame/field coding.

In direct mode the question is whether a B-field macroblock should scale its vector from the nearest subsequent field's macroblock, or whether it should scale its vector from the nearest subsequent field of the same parity.  The problem with demanding the same parity can be illustrated by the following example.  Suppose in display order we have fields P0, P1, B2, B3, P4, P5, where field P5 is predicted from field P4 in the same frame.  Then when field B3 is using direct mode and the subsequent field of the same parity P5, it would have to scale up the short vector that predicts P5 from P4.  On the other hand if we use the nearest subsequent field P4 which is predicted from P0 or P1, then we scale down a large vector and perhaps get a more accurate result.  We are expecting to discuss this direct mode issue further and close it during the JVT meeting in Geneva.

The second open issue occurs if we try to use MB-adaptive field/frame coding (C) together with CABAC encoding.  In that case we need to define CABAC contexts, and so far we have not studied this issue.
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