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1. Introduction

During the Pattaya meeting, VCEG/JVT decided to set up a Core Experiment (CE) to verify the multiple proposals on improved MB prediction modes (VCEG-O17[1] and VCEG-O22[2]). This document provides methodology and expected outcome of this CE. VCEG-O17 proposed tree-structured motion segmentation that allows further optimization of the prediction efficiency of TML while maintaining current motion segmentation model with minor modification of the 8x8 subblock based MC structure. On the other hand, VCEG-O22 has proposed more flexible and low-overhead prediction tool consisting of multi-shape motion segmentation patterns with up to two motion vectors. It has been reported that this proposal could improve the prediction efficiency of TML by integrating it with the current TML motion model. It should be noted that the both proposals permit motion-segment based reference frame selection, which is useful to predict object occlusion area efficiently. Considering the restricted time between the last and the next JVT meetings, this CE will mainly perform cross-checking between VCEG-O17 and VCEG-O22 with common test conditions.

2. Technical Description of the Verified Methods

This section describes the normative (syntax, decoding process) and non-normative (motion estimation) specifications to be tested in this CE. In the remaining part of this document, we distinguish two verified methods (VCEG-O17 and VCEG-O22) by calling them VPM1 and VPM2. (VPM = Verified Prediction Modeset).

2.1 VPM1: Tree-Structured Macroblock Partition (VCEG-O17)
2.1.1 Proposed Syntax Specification

This section is normative part of the VPM1.

For P-frames, the predictive modes with block shapes of 8x8, 8x4, 4x8, and 4x4 samples of the TML [3] are replaced by a single macroblock mode called 8x8(split). If this mode is chosen, four additional codewords (one for each 8x8 sub-partition) are transmitted. These codeword indicate if the corresponding 8x8 sub-partition of the macroblock is coded predictively with block shapes of 8x8, 8x4, 4x8, or 4x4, or if it is coded in INTRA-mode. The Tables 1 and 2 show the corresponding code words for the macroblock modes and the modes of 8x8 sub-partitions.
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For the predictive macroblock modes with block shapes of 16x16, 16x8, and 8x16 one reference parameter is coded for each block. However if the 8x8(split) mode is chosen, only one reference parameter is transmitted for each 8x8 sub-partition regardless what mode it is coded in. Of course, no reference parameter is transmitted if the Intra mode was chosen for a 8x8 partition. If UVLC is used for entropy coding, an additional macroblock mode is supported 8x8(split, all ref=0). It indicates the usage of the 8x8(split)-mode, however no reference frame parameter is transmitted for the whole macroblock; the reference frame parameters are set to zero. Since the indication of this mode costs just as many bits as the indication of the 8x8(split)-mode, 4 bits can always be saved if the previous reference frame was chosen for all 8x8 sub-partitions in the UVLC case. For CABAC, this additional mode is not used.

Beside the re-design of macroblock modes and the introduction of additional 8x8 block modes, a minor alteration concerning the motion vector prediction for 8x4 and 4x8 block was necessary. Since neighboring 8x8 partitions are generally not coded in the same mode, the directional prediction of motion vector components should not be used for 8x4 and 4x8 block. It is replaced by median prediction.

For B-frames, a similar tree-structured macroblock partitioning is proposed. As in P-frames, one reference frame parameter is transmitted for each 16x16, 16x8, and 8x16 block as well as for each 8x8 sub-partition. Additionally, for each 16x16, 16x8, 8x16 block, and each 8x8 sub-partition, the prediction direction (forward, backward, bi-directional) can be chosen separately. For avoiding a separate code word to specify the prediction direction, the indication of the prediction direction is incorporated into the codewords for macroblock modes and 8x8 partitioning modes, respectively, as shown in the table 3 and 4. The bi-directional coding mode specified in the TML is removed. Moreover, an 8x8 sub-partition of a B-frame macroblock can also be coded in Direct mode.

Table VMP1-3: Macroblock modes for B-frames

	Code number
	Macroblock mode
	1. block
	2. block
	CABAC Binarization

	0
	Direct
	
	
	0

	1
	16x16
	Forw.
	
	100

	2
	16x16
	Backw.
	
	101

	3
	16x16
	Bidirect.
	
	110000

	4
	16x8
	Forw.
	Forw.
	110001

	5
	8x16
	Forw.
	Forw.
	110010

	6
	16x8
	Backw.
	Backw.
	110011

	7
	8x16
	Backw.
	Backw.
	110100

	8
	16x8
	Forw.
	Backw.
	110101

	9
	8x16
	Forw.
	Backw.
	110110

	10
	16x8
	Backw.
	Forw.
	110111

	11
	8x16
	Backw.
	Forw.
	111110

	12
	16x8
	Forw.
	Bidirect.
	1110000

	13
	8x16
	Forw.
	Bidirect.
	1110001

	14
	16x8
	Backw.
	Bidirect.
	1110010

	15
	8x16
	Backw.
	Bidirect.
	1110011

	16
	16x8
	Bidirect.
	Forw.
	1110100

	17
	8x16
	Bidirect.
	Forw.
	1110101

	18
	16x8
	Bidirect.
	Backw.
	1110110

	19
	8x16
	Bidirect.
	Backw.
	1110111

	20
	16x8
	Bidirect.
	Bidirect.
	1111000

	21
	8x16
	Bidirect.
	Bidirect.
	1111001

	22
	8x8(split)
	
	
	111111

	23
	Intra4x4
	
	
	1111010

	24 …
	Intra16x16
	
	
	1111011


Table VMP1-4: Modes for 8x8 sub-partitions in B-frames

	Code number
	8x8 partition mode
	Prediction
	CABAC Binarization

	0
	Direct
	
	0

	1
	8x8
	Forw.
	100

	2
	8x8
	Backw.
	101

	3
	8x8
	Bidirect.
	11000

	4
	8x4
	Forw.
	11001

	5
	4x8
	Forw.
	11010

	6
	8x4
	Backw.
	11011

	7
	4x8
	Backw.
	111000

	8
	8x4
	Bidirect.
	111001

	9
	4x8
	Bidirect.
	111010

	10
	4x4
	Forw.
	111011

	11
	4x4
	Backw.
	111100

	12
	4x4
	Bidirect.
	111101

	13
	Intra
	
	11111


If the entropy coding is performed with CABAC, the binarization depicted in the right column of tables 1-4 and up to four context models are used. 

2.1.2 Motion Estimation and Mode Decision

This section is non-normative part of the VPM1. The procedures of motion estimation and mode decision are similar to the high-complexity mode (i.e. R-D optimized mode decision is turned on) of the current TML [3]:

· For each 8x8 sub-partition in coding order:

· Perform motion estimation for 4x4, 4x8, 8x4, and 8x8 blocks and all reference frames

· Determine the best reference frame for each of these four partitionings by minimizing

SAD + ( Rate(Motion Vectors, Reference frame parameter),



where SAD is calculated between the original and the prediction signal.

· Determine the coding mode of 8x8 block using the rate-constrained mode decision, i.e. minimize

SSD + ( Rate(MV, REF, Luma-Coeff, block 8x8 mode)

Here the SSD calculation is based on the reconstructed signal after DCT, quantization, and IDCT.

· Perform motion estimation for 8x16, 16x8, and 16x16 blocks and determine the best reference parameter for each block by minimizing

SAD + ( Rate(Motion Vectors, Reference frame parameter)

· Choose macroblock mode from the set (SKIP, 16x16, 16x8, 8x16, 8x8(split), Intra4x4, Intra16x16) by utilizing the rate-constrained mode decision as described in TML-8 [3]. At this point, the distortion and most parts of the rate term calculated during the mode decision for 8x8 partitions are re-used for the cost calculation of the 8x8(split) mode.

For B-frames, the prediction direction is determined by minimzing the following Lagrange cost:



SAD + ( Rate (Motion vectors, Reference frames).

The SAD is calculated between the original and the prediction signal. No DCT, quantization, and IDCT is performed for this decision. The rate-constrained macroblock mode decision is only carried out for the best 16x16, 16x8, 8x16, and 8x8(split) partitions as well as for the Direct and Intra modes.

For each block the motion vector is determined by an integer pixel search and a following sub-pixel refinement. As in the current TML software version, the search center for all segments is determined by the prediction vector of the 16x16 block.

It should be noted that the encoding complexity is virtually not increased in comparison with the high-complexity mode of TML-8 [3].

2.2 VPM2: Low-overhead Prediction Modes (VCEG-O22)

2.2.1 Proposed Syntax Specification
This section is normative part of the VPM2.

Figure VPM2-1 shows the set of MB prediction modes to be evaluated, which combines two motion models (i.e., granularity scaling model of TML, and the proposed bisectional segmentation model) [2]. This mode set is used for this experiment to compare its prediction performance with that of the current TML modes. In addition, the prediction modes having two motion vectors in a MB are allowed to use different reference frame for each motion segment [1]. Thus, the multiple reference frames in a MB will be allowed if the multiple reference frame option is enabled. Note that the multiple reference frames in a MB is not allowed for the TML modes having more than 4 motion vectors due to inefficiency caused by its segmentation/MV overhead.
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Figure VMP2-1. Integrated MB prediction modes to be evaluated

The proposed method replaces UVLC table for the MB prediction modes and changes the syntax for ref_frame so that it can be attached to each motion segment in a MB. Other syntax elements are not changed at all from the latest TML specification. Figure VPM2-2 illustrates the MB syntax diagram to be used for P-frames in this experiment.
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Figure VPM2-2. MB-level syntax of the proposed coding method for P frames

Figure VPM2.3 illustrates the MB syntax diagram to be used for B-frames in this experiment, which is newly introduced for this experiment since it was not included in the proposed syntax of [2].

In this syntax, the prediction modes having two motion vectors in a MB are allowed to use different reference frame and different prediction direction for each motion segment. To enable this function, semantics of ref_frame is changed so that it also signals the direction of prediction, while the direction of prediction is signaled in MB_type in case of the TML.

Note that the multiple reference frames and multiple prediction direction in a MB is not allowed for the TML modes having more than 4 motion vectors due to inefficiency caused by its segmentation/MV overhead. Blk_size specified in the TML is removed.

Figure VPM2-3. MB-level syntax of the proposed coding method for B-frames

Table VPM2-1 shows the UVLC and CABAC binarization table to represent the MB prediction modes. Considering the overhead due to the number of motion vectors required, the proposed modes using two motion vectors are inserted just after the 16x16 MC mode (Mode1 – 14). 

Table VPM2-2 shows the table to represent the ref_frame for B-frames. In addition to the signaling of reference frame number, ref_frame signals the direction of prediction. Regarding the code representation of the ref_frame for P-frames, we follow the current definition in TML. 

Table VPM2-1. Macroblock prediction modes for P-frames and B-frames
	Code_number
	MB_type
	CABAC binarization

	0 *1
	Skip/Direct
	0

	1
	Mode0 (TML Mode1)
	10

	2
	Mode1 (TML Mode2)
	110000

	3
	Mode2 (TML Mode3)
	110001

	4
	Mode3
	1100100

	5
	Mode4
	1100101

	6
	Mode5
	1100110

	7
	Mode6
	1100111

	8
	Mode7
	1101000

	9
	Mode8
	1101001

	10
	Mode9
	1101010

	11
	Mode10
	1101011

	12
	Mode11
	1101100

	13
	Mode12
	1101101

	14
	Mode13
	1101110

	15
	Mode14
	1101111

	16
	Mode15 (TML Mode4)
	111000

	17
	Mode16 (TML Mode5)
	111001

	18
	Mode17 (TML Mode6)
	111010

	19
	Mode18 (TML Mode7)
	111011

	20
	Intra4x4
	11110

	21
	Intra16x16 *2
	11111 *3

	...
	...
	...


*1 UVLC for P-frame do not have the code for skip

*2 The rest of MB_type codes for Intra16x16 are the same as TML

*3 The rest of MB_type binarizations for Intra16x16 are the same as TML

Table VPM2-2. Reference frames for B-frames

	Code_number
	Reference frame
	CABAC binarization

	0
	Forward (1 frame back)
	000

	1
	Backward
	001

	2
	Bi-directional (1 frame back)
	01

	3
	Forward (2 frames back)
	100

	4
	Bi-directional (2 frames back)
	110

	5
	Forward (3 frames back)
	1010

	6
	Bi-directional (3 frames back)
	1110

	7
	Forward (4 frames back)
	10110

	8
	Bi-directional (4 frames back)
	11110

	9
	Forward (5 frames back)
	101110

	10
	Bi-directional (5 frames back)
	111110

	...
	...
	...


2.2.2 Motion Vector Prediction

This section is normative part of the VPM2. The decoding process shall follow the MV prediction rule described in this section.

Figure VPM2-3 shows the MV predictors for 1-2 MV modes (e.g. Mode 0-14) illustrated in Figure VPM2-1. The MV of pink segment is predicted by the pink MV predictor, and same thing is also applied to green segment. In the case of Mode 0 and the pink segment in Mode 9,10,13, 14, the median prediction defined in the current TML is performed using three pink predictors. As for Mode1 and 2, although they are identical to 16x8 and 8x16 MC modes in the current TML, their MV predictors are different from that of TML in this experiment. On the other hand, the MV predictors for 8x8, 4x8, 8x4, and 4x4 MC modes (Mode 15-18) are identical to those in the TML specification. These specific predictors shall be used only if the MV predictor utilizes the same reference frame with the predicted segment. Otherwise, the median prediction specified in the current TML is conducted to decide the MV predictor. If the location of the specific MV predictor in Figure VPM2-3 is intra-coded block, it shall be assumed that the different reference frame is used for that block. The exceptional procedure due to the unavailability of the MV predictors at the edge of the frame is completely the same as described in TML [3].


Figure VPM2-3. Motion vector prediction rule

2.2.3 Motion Estimation and Mode Decision

This section is non-normative part of the VPM2. To evaluate the best performance, all experiments shall be conducted according to the motion estimation and mode decision procedures described in this section. This procedure is based on the high-complexity mode (e.g. R-D optimized mode decision is turned on) employed in the current TML [3].

2.2.3.1 Motion Estimation
For each block or MB the motion vector is determined by full search on integer-pixel positions followed by sub-pixel refinement. 

Integer-pixel search
Integer pixel search has to be conducted according to the procedure specified in Section 6.1.2.1.1 of the TML document [3].

Fractional pixel search
The fractional pixel search is performed as in the method described in Section 6.1.1.2.5 of the TML document [3].

Finding the best motion vector

The best motion vector is found according to the procedure specified in Section 6.1.2.1.3 of the TML document [3]. Note that the unit of SAD calculation is not limited to rectangular block but the motion segment specific to each mode.
Finding the best reference frame and the best direction of prediction

The best reference frame is found according to the procedure specified in Section 6.1.2.1.4 of the TML document [3]. One exception is that the unit of ref_frame determination for the prediction modes having two motion vectors is each motion segment in a MB. In such modes, the prediction cost of a MB is obtained by adding the prediction costs of two motion segments. 

For B-frames, the best prediction direction is found as the same way as the best reference frame.

2.2.3.2 Mode Decision
The same strategy as in Section 6.1.2.2.1 of the TML document is used for the mode decision of this experiment. For P-frame, the best mode is chosen from the following mode set.
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For B-frame, the best mode is chosen from the following mode set.

B-frame: 
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As for the INTRA modes (i.e. INTRA 4x4, INTRA 16x16), completely the same procedure described in Section 6.1.2.2.1 is applied.

3. Core Experiments Plan
We define CE plan as follows. Each participating party shall report, at least, one of the CEs (i.e. CE1.1 etc) specified in this section. All experimental results shall be obtained via independent implementation or software exchange (This cross-check condition must be described in the CE report).

3.1 CE1: Performance Verification on P-frame Coding

This experiment evaluates the coding performance of P-frame coding. The main purpose of this experiment is to verify the performance in the application assuming the simplest baseline decoder implementation. This evaluation shall use the common conditions for coding efficiency test assuming baseline profile configuration [4]. Only the 1st frame is coded as I-frame and all successive frames shall be coded as P-frame. 1/4-pel MC and UVLC shall be used for all test sequences in this experiment. CABAC version may also be evaluated as well as UVLC version. R-D plots and the GDPSNR values between CE1.1) the anchor TML and the VPM1, CE1.2) the anchor TML and the VPM2, shall be reported in the CE result document. The number of multiple reference frames is set to 1 or 5, and the coding results using both values shall be reported. 

3.2 CE2: Performance Verification on Higher Complexity Coding
The second experiment evaluates the coding performance using B-frame. The main purpose of this experiment is to verify the performance in the application like video content streaming or high-quality video assuming the higher-complexity decoder implementation. Only the 1st frame is coded as I-frame and all successive frames shall be coded as P or B-frame. The number of B-frames between two successive P-frames shall be set to 2 (i.e. M=2). No I-frame refresh shall be used during the whole sequence. 

In this test, 1/4-pel MC shall be used for all QCIF sequences and 1/8-pel MC shall be used for all CIF sequences. CABAC version will also be evaluated as well as UVLC version. Other test conditions shall follow the common test conditions [4]. R-D plots and the GDPSNR values between CE2.1) the anchor TML and the VPM1, CE2.2) the anchor TML and the VPM2, shall be reported in the CE result document. The number of multiple reference frames is set to 1 or 5, and the coding results using both values shall be reported.

3.3 Clarifications of the test conditions

In addition to the test conditions described in [4], following test conditions are clarified for a fair comparison.

The adaptive search window for motion vector search should be disabled. This can be achieved for TML by enabling _FAST_FULL_ME_ option in the TML software.
The QP values shall be held constant throughout the entire sequence, i.e., all of the I/P/B frames.

The first 300 frames of “Foreman” and “Paris” test sequences shall be truncated and used for each CE, since those sequences have more than 300 frames.

3.4 Complexity Analysis
A complexty analysis is an important item to evaluate the proposed coding techniques, however, it should not be achieved by unsuitable comparison, such like a comparison of computational time of the different implementation. At this stage, no mandatory evaluation is specified. Further study is required.
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Table VMP1-1: Macroblock modes for P-frames
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