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1. Summary

Video communication systems can often make use of unequal error protection (UEP). In order to apply UEP, video bit-streams have to be organized in portions of different importance in terms of visual quality. Techniques achieving this goal include data partitioning and scalable video coding. These techniques generally treat an entire image equally in spatial domain, while many images have distinct spatial regions of interest. It is intuitively clear that these regions of interest should have better error protection than other areas. No simple method to enable separation of interest regions has been adopted to the ITU-T video coding standards so far. This contribution proposes image segmentation to one or more rectangular foreground sub-pictures and to a hollow background sub-picture. Sub-picture boundaries follow macroblock boundaries. The boundaries are treated as slice boundaries or as picture boundaries depending on the signaled coding mode. Due to the rectangular shape of the foreground sub-pictures, implementation of the proposed scheme is straightforward and practically no additional computations are required in a decoder implementation compared to current TML. 

The proposed coding scheme helps to maintain a good image quality in the chosen region of interest when a video bit-stream is transmitted over an error-prone network. As an example, the proposed coding scheme was applied to a multicast Internet streaming application. The document shows that the overall subjective image quality and the objective foreground image quality are considerably better in any loss conditions when compared to the selected conventional coding schemes. The contribution also explains how UEP can be applied in various networks including the upcoming UMTS network. Therefore, we have a reason to believe that the proposal suits the identified error-prone application environments (which are listed in VCEG-L34). Thus, we propose the adoption of the sub-picture coding scheme to all coding profiles targeted for operation in error-prone networks. 

The document is categorized as follows: Section 2 gives an overview of unequal error protection techniques and spatial image segmentation. Section 3 presents the proposed coding scheme. The simulation conditions and results are included in Section 4. Finally, the IPR statement and references are given in sections 5 and 6 respectively.

The r1 version of the document provides an updated IPR statement including the previously missing page 3 of the reporting form. The patent disclosure form included in VCEG-O54 is applied.

2. Background

2.1 Unequal Error Protection

Examples of applicable UEP techniques are:

· Application-layer selective retransmission. Some commercial Internet streaming systems implement retransmission requests using proprietary protocols [1]. Work is going on in IETF to standardize a selective retransmission request mechanism as a part of RTP/RTCP [2]

 REF _Ref530372869 \r \h 
[3]. A common feature for all of these retransmission request protocols is that they are not suitable for multicasting to a large number of players, as the network traffic may increase drastically. Consequently, multicast streaming applications cannot rely on interactive packet loss control.

· Transport-layer forward error control. Transmitters can add such redundancy to the transmitted packet stream that helps receivers to recover possibly lost data. Examples of such techniques are use of forward error correction (FEC) packets according to RFC 2733 [4] and transmission of redundant copies of selected packets.

· Guaranteed network Quality of Service (QoS). A stream might be transmitted through a number of logical channels, each of which may have a different guaranteed QoS. Examples of such systems are the QoS architecture of Universal Mobile Telecommunication System (UMTS) [5] and System for Audio/Visual Live Services and Applications (SALSA) [6]. In UMTS (release 4 and later), an application can request for a certain QoS class (conversational, streaming, interactive, or background) and specific values for QoS parameters within the requested QoS class, such as guaranteed bit-rate and SDU error ratio. SALSA works on top of a CATV system. It provides a 100-kbps reliable channel and a 300-kbps best-effort channel per connection.

· Differentiated Services (DiffServ) [7]

 REF _Ref530379388 \r \h 
[8]. In DiffServ, packets are classified and marked to receive a particular per-hop forwarding behavior on nodes along their path. While DiffServ is not available throughout the Internet, many private networks support it.

2.2 Spatial Image Segmentation

H.263 and H.26L enable spatial segmentation of video based on so-called scan-ordered slices. Such a slice consists of a number of consecutive macroblocks in scan order. H.263 allows independent decoding of rectangular slices within a macroblock row (Annex R), if the slice shape is fixed in a Group of Pictures. In that case, temporal and spatial prediction from other slices is prevented, and slice boundaries are treated as picture boundaries.

Slices can be seen as a way to split the bit-stream to transport packets that can de decoded independently. Slices do not generally reflect any object boundaries in a picture.

MPEG-4 supports arbitrarily shaped objects. The object shape is represented by a binary alpha map and the object transparency can be represented by an alpha plane. Objects are then laid on top of each other to compose a picture to display. While MPEG-4 arbitrary shape coding is proved efficient in compression terms for many sequences, it often inherits relatively high processing requirements. That is probably one reason why MPEG-4 shape coding has not been widely selected into video communication systems, such as 3GPP multimedia services.

3. proposed Coding Method

3.1 Sub-picture Layer

The proposal adds a sub-picture coding layer between picture and slice layers. Sub-pictures are rectangular except for the so-called background sub-picture, which consists of the picture area not falling to any of the rectangular sub-pictures. Rectangular sub-pictures are also referred to as foreground sub-pictures. Sub-pictures do not overlap. All sub-pictures are coded in scan-order. A slice resides within one sub-picture only. A slice in a background sub-picture may not contain spatially adjacent macroblocks within a macroblock line, as it can be intervened by foreground sub-pictures.

3.2 Coding Modes

There are two coding modes associated with sub-pictures: independent sub-picture coding and normal prediction mode. 

In independent sub-picture coding, boundaries of rectangular segments are treated as image boundaries. Sub-picture segmentation is static over a group of pictures (or any similar grouping of pictures). Temporal and spatial prediction over sub-picture boundaries is prevented when coding rectangular sub-pictures. No such limitation exists when coding the background sub-picture, as the background sub-picture is considered to have a lower subjective importance and it is not protected against error propagation. Motion vectors shall not point outside rectangular sub-pictures. Spatial prediction shall not be done across sub-picture boundaries. Loop-filtering shall not be done across sub-picture boundaries.

In normal prediction mode, sub-picture boundaries are treated as slice boundaries. Motion vectors may point outside sub-pictures freely and loop-filtering is applied across sub-picture boundaries.

Decoding a background sub-picture cannot be done reliably if any of the foreground sub-pictures has not been received or is corrupted, because the shape of the background sub-picture is determined by foreground sub-pictures. In addition, the background sub-picture is predicted from the foreground sub-pictures. Decoders shall infer the loss of foreground sub-pictures in case of a gap in SubPictureIDs (see the next subsection) and should not decode the background sub-picture but conceal it from the correctly received foreground sub-pictures.

3.3 Bit-Stream Syntax

Slices (or data partitions) are considered the minimum separable unit for transport packetization. We did not want to introduce a competitive concept to slices in the bit-stream level, and therefore we included the sub-picture information in the slice header. Consequently, the transport packetization and depacketization process work the same way as previously regardless of whether sub-pictures are in use. 

Use of sub-pictures is signaled in the parameter list of picture and sequence layer data (see VCEG-N72-R1). 

When sub-pictures are in use, the slice header shall be as follows:

PictureID
As defined in VCEG-N72-R1.

SliceType
As defined in VCEG-N72-R1.

FirstMBInSliceX
The horizontal position (column) of the first macroblock in the slice relative to the sub-picture.

FirstMBInSliceY
The vertical position (row) of the first macroblock in the slice relative to the sub-picture.

InitialQP
As defined in VCEG-N72-R1.

SubPictureID
Unique identifier of the sub-picture. Each sub-picture is assigned an ID starting from zero and incremented by one in coding order. The count shall be reset for each picture. If independent sub-picture coding is in use, sub-picture ID shall remain the same for the spatially matching sub-pictures over a group of pictures.

SubPictureInfo
0: Sub-picture attributes are the same as the attributes of a sub-picture having the same ID in the previous picture. This value is useful especially in the independent sub-picture coding mode.
1: Sub-picture attributes are the same as the attributes of a sub-picture having the same ID in the same picture. This value is used if a sub-picture contains multiple slices.
2: Sub-picture location and size is defined in the following four codewords. If independent sub-picture coding is in use, the following four codewords shall remain the same within a group of blocks. A repetition of the codewords is allowed for error resiliency purposes.
3: Background sub-picture. If one of the earlier sub-pictures for the same picture is lost and its location and size are not externally signaled (which is typical in normal prediction mode), decoder shall not decode the background sub-picture, as its shape is unknown.

Left
The coordinate of the left-most macroblock in the sub-picture (in macroblocks). The left-most macroblock column of the picture is assigned value zero.

Top
The coordinate of the top-most macroblock in the sub-picture (in macroblocks). The top-most macroblock row of the picture is assigned value zero.

Width
Width of the sub-picture. The codewords are assigned as follows:

	Symbol no
	UVLC code
	Explanation

	0
	1
	Guess = (RightMost - Left) / 2 + 1, where RightMost is the column address of the right-most macroblock of the picture and / stands for division by truncation. For example, for a QCIF picture and Left equal to 3, Width becomes (10-3)/2+1 = 4. 

	1
	001
	Guess + 1

	2
	011
	Guess – 1

	3
	00001
	Guess + 2

	4
	00011
	Guess – 2

	…
	…
	…


Height
Height of the sub-picture. The codewords are assigned similarly to Width.

4. Simulations

4.1 Target Application

We selected multicast Internet streaming as a target application. The basis for the selection was that the common conditions for the low-delay Internet applications (VCEG-N79R1) could be easily applied to multicast streaming as well. We could have tested the coding scheme in mobile IP common conditions (VCEG-M77, VCEG-N37) as well, but these conditions do not reflect the capability to negotiate multiple QoS profiles (PDP contexts) for one application. In addition, the TML software (8.6 and earlier 8.x versions) did not allow slice construction base on a target number of bytes due to a bug, which is essential in mobile communications.

As interactive error concealment cannot be used in large scale with IP multicast, forward error control methods have to be used. The methods can be applied in transport coding level (FEC packets, packet duplication) or in source coding level (INTRA macroblock updating). We considered two cases:

1. Parity FEC. Parity forward error coding according to RFC 2733 used.

2. No FEC. (Some systems, such as the 3GPP packet-switched streaming service (release 4) [9], do not include support for parity FEC.)

4.2 Test Conditions

Codecs:

The proposed coding method was implemented based on TML-8.6, a temporary version of TML-8.5 plus the error concealment implementation (VCEG-N62). We called it as the rectangular sub-picture (RSP) codec. The performance of RSP codec was compared to TML-8.6 with region-of-interest quantization and to TML-8.6 without region-of-interest quantization.

Other conditions:

· Instead of encoding 4000 frames as specified in VCEG-N79R1, the PSNR of the decoded video is calculated for each of the 10 runs, the average PSNR plus the best and worst cases of the 10 runs are shown, as proposed in VCEG-M77. This method is used to show the variation of the PSNR depending on the position of the loss pattern files. In the simulation, the beginning loss position of the run with order n+1 continuously follows the ending loss position of the nth run.
· A constant packetization overhead (40 bytes/packet) is assumed as in VCEG-N79R1. The packetization overheads of all the packets, including the FEC packets, are subtracted from the available total bit-rate to calculate the available video bit-rate.

· Since no rate control strategy is implemented in current TML software, we acquire the desired bit rates according to the bit allocation method described in subsection 4.5.

· As specified in VCEG-N79R1, PSNR is calculated between each and every frame of the source sequence (at full frame rate), and the corresponding reconstructed frame.

· INTRA GOB updates were used instead of the macroblock mode selection mechanism proposed in VCEG-N38, as the corresponding software was not available early enough for our experiments.

4.3 Test Sequence and Segmentation

The experiments were done with the Carphone sequence. Due to lack of time, no results for other sequences could be included in the document. We hope to provide a revision of this document containing results for other sequences as well.

The QCIF version of the sequence was used. It was coded at a frame rate of 10 fps. The target total bit-rate was 64 kbps. Typical coding options were used, such as five reference pictures and one partition per slice. The number of encoded frames was 101 (303 frames of the Carphone sequence, skipped by 2). The reason to choose this number was to have an even number of packets for the parity FEC. 

The foreground sub-picture was selected manually and covered the head of the fellow in all the coded frames as shown in the figure below. In TML-8.6 with region of interest quantization, the area for the foreground sub-picture was selected as the region of interest and was quantized finer than the rest of the picture. A constant 96x96 foreground sub-picture was used throughout the sequence. The independent sub-picture coding mode was in use.

[image: image1.png]



Figure 1. Division to foreground and background in Carphone.

4.4 Packetization and Forward Error Correction

Case 1: Parity FEC

The RSP codec:

· For the intra picture, there are 4 packets: 2 packets for the foreground sub-picture (GOB interleaving applied), 1 parity FEC packet for the foreground packets, and 1 packet for the background sub-picture.
· For inter pictures, each successive 2 frames consist a group. For each group, there are 2 foreground sub-picture packets, 1 parity FEC packet for the foreground packets, and 1 background sub-picture packets. A foreground sub-picture packet contains data from two pictures: macroblocks from even rows of frame n and macroblocks from odd rows of frame n+1 or vice versa.
The conventional codecs:

· There are 3 packets for each intra and inter frame: 2 packets for the entire picture (GOB interleaving applied), and 1 parity FEC packet.
Case 2: No FEC

All the codecs use the same packetization method as in case 1. The only difference is that there is no FEC packet.

4.5 Bit Allocation

Several factors affect the bit-rate that results from encoding. These factors include the intra GOB update (IGU) rate, the slicing method, and QP. In the simulations, the IGU rate and the slicing rate were optimized by trial and error. QP was adjusted when the other factors were fixed, as follows:

QP or QP pair for region of interest (ROI) encoding was fixed for the whole sequence.

For the conventional codec without ROI encoding, QP was adjusted directly to meet the available video bit rate as closely as possible.

For the RSP codec and for the conventional codec with ROI encoding, the QP pair was adjusted as follows (QPf is for foregruond, and QPb is for background):

· First decide QPf. Set QPb to be the maximum (31), adjust QPf to meet the available video bit rate as closely as possible.

· Then refine QPb. Let QPf be fixed as decided above, adjust QPb to meet the available video bit rate as closely as possible.

4.6 Results

4.6.1 Objective Results

Only the optimized results are presented in this document. When optimizing the IGU rate and the slicing method by trial and error, a large range of parameter values was tried: IGU rate from 0 to 1 GOB/frame and the slice frequency from 1 to 9 GOBs/slice.

Results are shown in tables I and II. Each pair of data in the table denotes the average PSNR of the whole pictures and the average PSNR of the foreground sub-pictures (or the regions of interest). PLR denotes the packet loss rate. IGUf and IGUb are respectively IGU of the foreground and background sub-pictures. The unit for IGU rate is GOB/frame.

Table I: Results of the parity FEC scheme

	Codec & Parameters
	PLR (%)
	Y PSNR (dB)
	Cb PSNR (dB)
	Cr PSNR (dB)

	
	
	Avg
	Max
	Min
	Avg
	Max
	Min
	Avg
	Max
	Min

	RSP codec

Target bit rate =

64.00/56.00 kbps

IGUf = 1, IGUb = 1

1 slice/picture for BG

QPf = 19, QPb = 31

Bit rate = 56.04 kbps
	0
	25.91

/29.75
	\
	\
	34.44

/36.78
	\
	\
	36.65

/37.00
	\
	\

	
	3
	25.41

/29.73
	25.91

/29.75
	24.68

/29.53
	34.32

/36.78
	34.44

/36.78
	33.96

/36.77
	36.63

/37.00
	36.67

/37.00
	36.61

/37.00

	
	5
	24.49

/29.59
	25.53

/29.75
	23.60

/29.18
	34.18

/36.76
	34.40

/36.78
	33.92

/36.62
	36.59

/36.99
	36.71

/37.00
	36.49

/36.93

	
	10
	23.65

/28.82
	24.65

/29.75
	22.77

/26.45
	33.94

/36.65
	34.26

/36.78
	33.58

/36.38
	36.48

/36.83
	36.62

/37.00
	36.26

/36.55

	
	20
	22.96

/27.84
	24.25

/29.00
	21.77

/26.73
	33.43

/36.57
	34.22

/36.66
	31.82

/36.43
	36.39

/36.76
	36.59

/36.85
	36.18

/36.60

	Conv. Codec + ROI

Target bit rate =

64.00/54.40 kbps

IGU = 1

1 GOB/slice

QPf = 23, QPb = 30

Bit rate = 54.10 kbps
	0
	26.10

/28.49
	\
	\
	34.12

/35.43
	\
	\
	36.26

/35.72
	\
	\

	
	3
	26.05

/28.40
	26.10

/28.49
	25.74

/27.97
	34.11

/35.42
	34.12

/35.43
	34.07

/35.35
	36.25

/35.71
	36.26

/35.72
	36.21

/35.66

	
	5
	25.94

/28.18
	26.10

/28.49
	25.66

/27.53
	34.10

/35.40
	34.12

/35.43
	34.06

/35.29
	36.24

/35.70
	36.26

/35.73
	36.18

/35.62

	
	10
	25.50

/27.73
	25.91

/28.40
	24.48

/26.76
	34.05

/35.36
	34.12

/35.44
	33.96

/35.22
	36.19

/35.67
	36.26

/35.73
	36.15

/35.55

	
	20
	24.56

/26.25
	25.67

/27.84
	23.70

/25.36
	33.93

/35.23
	34.05

/35.33
	33.74

/34.91
	36.10

/35.56
	36.20

/35.68
	35.96

/35.37

	Conv. Codec

Target bit rate =

64.00/54.40 kbps

IGU = 1

1 GOB/slice

QP = 26

Bit rate = 56.26 kbps
	0
	26.84

/27.41
	\
	\
	34.25

/36.16
	\
	\
	36.16

/34.90
	\
	\

	
	3
	26.78

/27.35
	26.84

/27.41
	26.55

/27.06
	34.24

/34.41
	34.25

/34.41
	34.17

/34.38
	36.16

/34.90
	36.17

/34.92
	36.14

/34.87

	
	5
	26.55

/27.13
	26.84

/27.41
	25.75

/26.62
	34.22

/34.39
	34.25

/34.42
	34.13

/34.31
	36.14

/34.88
	36.16

/34.90
	36.10

/34.84

	
	10
	26.06

/26.78
	26.51

/27.24
	24.20

/25.64
	34.16

/34.36
	34.25

/34.41
	34.05

/34.23
	36.11

/34.84
	36.16

/34.90
	36.00

/34.65

	
	20
	24.58

/25.59
	26.20

/26.89
	23.14

/24.68
	33.95

/34.28
	34.19

/34.36
	33.62

/34.14
	36.04

/34.79
	36.14

/34.94
	35.94

/34.68


Table II: Results when no FEC is applied

	Codec & Parameters
	PLR (%)
	Y PSNR (dB)
	Cb PSNR (dB)
	Cr PSNR (dB)

	
	
	Avg
	Max
	Min
	Avg
	Max
	Min
	Avg
	Max
	Min

	RSP codec

Target bit rate =

64.00/57.60 kbps

IGUf = 1, IGUb = 1

1 GOB/BG slice

QPf = 17, QPb = 31

Bit rate = 57.12 kbps
	0
	25.87

/30.32
	\
	\
	34.54

/37.23
	\
	\
	36.95

/37.52
	\
	\

	
	3
	25.16

/29.28
	25.26

/30.23
	24.65

/27.55
	34.46

/37.11
	34.55

/37.23
	34.36

/36.85
	36.87

/37.40
	36.96

/37.51
	36.81

/37.21

	
	5
	24.45

/28.59
	25.03

/29.92
	23.56

/27.34
	34.22

/37.01
	34.40

/37.20
	33.98

/36.61
	36.72

/37.30
	36.91

/37.50
	36.54

/36.99

	
	10
	23.78

/27.59
	24.25

/28.79
	23.45

/26.19
	34.08

/36.85
	34.24

/37.07
	33.82

/36.51
	36.64

/37.19
	36.75

/37.42
	36.52

/36.94

	
	20
	22.71

/25.61
	23.18

/27.25
	21.75

/23.95
	33.79

/36.52
	34.11

/35.89
	33.56

/36.18
	36.34

/36.76
	36.43

/37.14
	36.18

/36.28

	Conv. Codec +ROI

Target bit rate =

64.00/57.60 kbps

IGU = 1

1 GOB/slice

QPf = 15, QPb = 31

Bit rate = 57.72 kbps
	0
	25.92

/30.89
	\
	\
	34.76

/38.02
	\
	\
	37.36

/38.48
	\
	\

	
	3
	25.17

/29.00
	25.61

/30.17
	24.74

/28.20
	34.61

/37.83
	34.73

/37.96
	34.34

/37.69
	37.25

/38.33
	37.35

/38.45
	37.15

/38.19

	
	5
	24.73

/28.11
	25.45

/29.59
	23.51

/27.54
	34.48

/37.67
	34.73

/37.87
	33.98

/37.47
	37.18

/38.26
	37.33

/38.45
	37.08

/38.15

	
	10
	23.99

/26.80
	24.46

/27.93
	23.22

/25.93
	34.26

/37.39
	34.50

/37.65
	34.05

/37.00
	36.96

/38.02
	37.15

/38.22
	36.81

/37.79

	
	20
	22.30

/24.09
	23.51

/25.38
	21.09

/22.96
	33.66

/36.90
	34.13

/37.22
	32.94

/36.69
	36.70

/37.36
	36.93

/37.69
	36.43

/36.82

	Conv. Codec

Target bit rate =

64.00/57.60 kbps

IGU = 1

1 GOB/slice

QPf = 21, QPb = 21

Bit rate = 59.55 kbps
	0
	28.27

/29.14
	\
	\
	35.41

/35.84
	\
	\
	37.34

/36.18
	\
	\

	
	3
	26.80

/27.66
	27.58

/28.49
	25.93

/27.16
	35.18

/35.76
	35.38

/35.81
	34.44

/35.67
	37.27

/36.13
	37.32

/36.17
	37.20

/36.05

	
	5
	26.04

/27.13
	27.23

/28.45
	24.81

/26.18
	35.01

/35.68
	35.24

/35.75
	34.19

/35.62
	37.21

/36.04
	37.35

/36.18
	37.11

/35.89

	
	10
	24.89

/26.05
	25.72

/26.98
	24.24

/24.98
	34.79

/35.56
	35.07

/35.69
	34.17

/35.37
	37.09

/35.94
	37.27

/36.13
	36.94

/35.75

	
	20
	22.43

/23.75
	23.53

/24.66
	20.53

/22.66
	33.99

/35.33
	34.72

/35.54
	32.89

/35.11
	36.77

/35.65
	36.95

/35.83
	36.53

/35.37


From the results shown in table I and II, you can see that the RSP codec outperforms the conventional codecs, when the region of interest is considered. In every case, the proposed RSP codec has the best PSNR values for the foreground region, and the conventional codec with ROI coding is better than the conventional codec without ROI. When the parity FEC is applied, the improvements of the RSP codec are from 1.09 dB to 1.59 dB compared to the conventional codec with ROI and from 2.04 dB to 2.38 dB compared to the conventional codec without ROI. When no FEC is used, the improvements of the RSP codec are respectively from 0.28 dB to 1.52 dB and from 1.28 dB to 1.86 dB when the packet loss rate is non-zero.

4.6.2 Subjective Results

For each case, we chose the sequence, which has the closest PSNR values to the average ones as the representative sequence for subjective evaluations. Example sequences will be shown during the Pattaya meeting. 

Even though snapshots do not give a complete idea of the behavior of different schemes, they capture some aspects. The snapshots in the following pages show the area of interest in the proposed coding scheme is subjectively better than in the other schemes, while the errors in the background are hardly noticeable. 

Parity FEC. Coded frame #24.
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Joint Video Coding Experts Group - Patent Disclosure Form
(Typically one per contribution and one per Standard | Recommendation)

Please send to:


JVT Rapporteur Gary Sullivan, Microsoft Corp., One Microsoft Way, Bldg. 9, Redmond WA 98052-6399, USA


Email (preferred): Gary.Sullivan@itu.int  Fax: +1 425 706 7329 (+1 425 70MSFAX)

This form provides the ITU-T | ISO/IEC Joint Video Coding Experts Group (JVT) with information about the patent status of techniques used in or proposed for incorporation in a Recommendation | Standard.  JVT requires that all technical contributions be accompanied with this form. Anyone with knowledge of any patent affecting the use of JVT work, of their own or of any other entity (“third parties”), is strongly encouraged to submit this form as well.

This information will be maintained in a “living list” by JVT during the progress of their work, on a best effort basis.  If a given technical proposal is not incorporated in a Recommendation | Standard, the relevant patent information will be removed from the “living list”.  The intent is that the JVT experts should know in advance of any patent issues with particular proposals or techniques, so that these may be addressed well before final approval.

This is not a binding legal document; it is provided to JVT for information only, on a best effort, good faith basis.  Please submit corrected or updated forms if your knowledge or situation changes.

This form is not a substitute for the ITU ISO IEC Patent Statement and Licensing Declaration, which should be submitted by Patent Holders to the ITU TSB Director and ISO Secretary General before final approval.

	Submitting Organization or Person:

	Organization name
	Nokia Corporation
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Place and date of submission
	Pattaya, Thailand, December 2001
	

	Relevant Recommendation | Standard and, if applicable, Contribution:

	Name (ex: “JVT”)
	JVT
	

	Title
	New Image Segmentation Method
	

	Contribution number
	VCEG-O46
	

	
	
	


(Form continues on next page)

	Disclosure information – Submitting Organization/Person  (choose one box)
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	2.0
The submitter is not aware of having any granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.

or,

	The submitter (Patent Holder) has granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.  In which case,
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	2.1 The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a free license to an unrestricted number of applicants on a worldwide, non-discriminatory basis to manufacture, use and/or sell implementations of the above Recommendation | Standard.
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	2.2
The Patent Holder is prepared to grant – on the basis of reciprocity for the above Recommendation | Standard – a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above Recommendation | Standard.


Such negotiations are left to the parties concerned and are performed outside the ITU | ISO/IEC.
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	2.2.1
The same as box 2.2 above, but in addition the Patent Holder is prepared to grant a “royalty-free” license to anyone on condition that all other patent holders do the same.
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	2.3
The Patent Holder is unwilling to grant licenses according to the provisions of either 2.1, 2.2, or 2.2.1 above.  In this case, the following information must be provided as part of this declaration:

· patent registration/application number;
· an indication of which portions of the Recommendation | Standard are affected.
· a description of the patent claims covering the Recommendation | Standard;

	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	
	

	Relevance to JVT
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)
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Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation | Standard or Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation | Standard or Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - JVT will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to JVT
	
	

	
	
	


	Any other comments or remarks:
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