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1 Introduction

It has been noted that the DCT and quantization currently employed in TML require 32-bit multiplications. It would be better if only 16-bit multiplications were required since most of the DSPs can't perform 32-bit multiplication with single instruction. In this document low complexity and low precision DCT implementation is described.

2 Simplified DCT

4x4 forward DCT transform can be calculated as follows
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and inverse transform (IDCT) as
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where A is a transform matrix and
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Factorization of the transform matrix A leads to the following representation of forward transform:


[image: image4.wmf]ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

-

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

=

=

d

d

d

d

b

a

b

a

y

y

y

y

y

y

y

y

y

x

x

x

y

y

y

y

b

a

b

a

d

d

d

d

BYBC

C

X

T

1

1

1

1

1

1

1

1

1

1

1

1

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1

1

1

1

1

1

1

1

1

1

1

1

33

32

31

30

23

22

21

20

13

12

11

10

03

02

01

00


where 
[image: image5.wmf]b

c
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. Since B is a diagonal matrix, one can write above equation as:


[image: image6.wmf](

)

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

-

÷

÷

÷

÷

÷

ø

ö

ç

ç

ç

ç

ç

è

æ

ú

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ê

ë

é

Ä

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

-

=

Ä

=

d

d

d

d

b

ab

b

ab

ab

a

ab

a

b

ab

b

ab

ab

a

ab

a

y

y

y

y

y

y

y

y

y

x

x

x

y

y

y

y

d

d

d

d

E

CXC

Y

inv

T

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

2

2

2

2

2

2

2

2

33

32

31

30

23

22

21

20

13

12

11

10

03

02

01

00


where ( denotes element-by-element multiplication instead of normal matrix multiplication. Since multiplying with elements of matrix Einv consists of simply scaling the output with constants, this scaling can be combined with the de-quantization. 

The coefficient d in the matrix C is a non-rational number and therefore cannot be implemented efficiently using binary arithmetic. For this reason d is converted to fixed-point format. Exact value of d is 0.41421356… and three of the possible fixed-point approximations are 1/2, 3/8 and 7/16. The least complex value d=1/2 is used in the further description. In order to ensure existence of the inverse transform for the simplified DCT condition
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must hold. By solving the above equation we can calculate value of b that must be used to compensate for approximation of d:


[image: image8.wmf]4

0

1

5

0

2

.

.

=

+

=

d

b


3 Forward Transform Precision Considerations

The forward transform using substitution d=1/2 can be written as
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Multiplication with coefficient 1/2 can be implemented using right shifts. Usage of the right shift operation can lead to small degradation at highest bit rates. Performance can be improved by scaling every other row of the first coefficient matrix and every other column of the second coefficient matrix with 2. Forward transform is then
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4 Quantization

Quantization coefficients used in TML-8 corresponding to different QP values are generated using formula:
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Notice that A(QP) can be also written as follows:
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Using these quantization coefficients, reconstructed values XR given the quantized transform coefficients YQ are equal to:
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where m is the number of fractional bits used for fixed-point de-quantization and by ’//’ we denote division with rounding. Notice that YR can be also calculated as 
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where de-quatization matrix R(QP%6) is given by:


[image: image17.wmf](

)

)

6

%

(

)

,

(

2

)

,

,

6

%

(

.

QP

B

j

i

E

round

j

i

QP

R

inv

m

×

×

=

.

Similarly the quantized forward transform coefficients are calculated as
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where fixed-point quantization matrix Q(QP) is equal to
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By ’/’ we denote division with truncation. Only values of Q and R for QP%6=0,1,…,5 have to be pre-calculated and stored. Moreover elements of R or Q for a given QP%6 have only 3 different values.

5 Transform Specification

Step by step description of the proposed transform and quantization are given in this chapter. In our describtion // denotes division with rounding to the nearest integer:

a//2b = sign(a)*((abs(a)+2b-1)>>b)

5.1 4x4 luma and chroma transform and quantization

Forward transform

Forward transform for input values X:
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For 11-bit and 13-bit residual post-scaling is performed. For 11-bit residual it is done as follows:
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where 
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For 13-bit residual following equation is used:


[image: image23.wmf](

)

(

)

)

,

(

)))

,

(

,

(

))

,

(

(

(

*

)

,

(

)

,

(

13

13

j

i

S

j

i

S

QP

l

j

i

Y

abs

j

i

Y

sign

j

i

Y

>>

+

=

,

i, j = 0,…,3

 where 
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and values of k are listed in Table 1.

Table 1 – Values of l


k(QP,S13(i,j))

S13(i,j)
Even QP
odd QP

1
1
0

2
3
1

3
4
4

Quantization

Quantization is performed according to the following equation
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where YC are transformed coefficients, Q are the quantization coefficients and f is equal to 217+QP/6/3 for intra and 217+QP/6/6 for inter frames and has the same sign as the coefficient that is being quantized. The quantization coefficients Q are given in the appendix at the end of this document. Which matrix Sp is used depends on the residual precision p. In what follows subscript p=9, 11, 13 will be denoting for which input residual precision given constant or matrix should be used. Note that for 9-bit residual Sp(i,j) is always 0.

Dequantization

Dequantization of coefficients is based on the equation
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Where YQ are the quantized coefficients and R are the dequantization coefficients. Values of R are given in the appendix.

Inverse transform

4x4 inverse transform implements following equation
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The implementation of inverse transform uses arithmetic bit-shifts. 4-point inverse transform is defined as follows:

  M0 = Y0 + Y2;

  M1 = Y0 - Y2;

  M2 = (Y1>>1) - Y3;

  M3 = Y1 + (Y3>>1);

  X0 = M0 + M3;

  X3 = M0 - M3;

  X1 = M1 + M2;

  X2 = M1 - M2;

Finally, inverse transformed coefficients are normalized with
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5.2 4x4 luma DC transform and quantization

Forward fransform

Luma DC transform is added on top of intra 16x16 transform. Input matrix XD is formed by picking out DC coefficients from the 16 transformed 4x4 blocks. DC coefficients are then transformed using Hadamard transform:
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Quantization

Quantization is performed using the following equation
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Inverse transform

Hadamard inverse transform is used. If YQD are the quantized luma DC coefficients then the inverse transform is
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Dequantization

Dequantization of coefficients is based on the equation
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Note that the order of inverse transform and de-quantization of DC coefficients is changed. It does not influence the results as long as scaling is done after both of them, i.e. Y=(AT(X*k)A)/4 is equal to Y=((ATXA)*k)/4. However, it is better to do inverse transform first for lowest possible dynamic precision during inverse transform computations.

6 2x2 chroma DC transform and quantization

Forward transform

Chroma DC transform is added on top of chroma transform. Input matrix is formed by picking out DC coefficients from the 4 transformed 4x4 blocks. If these coefficients are denoted as XD then transform is computed as
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Quantization

Quantization is performed using the following equation
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Inverse transform

Chrominance DC inverse transform is computed same way as in TML-8 except that scaling with ½ is moved to dequantization: 
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Dequantization

Dequantization of chroma DC coefficients is based on the equation
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Also for chroma the order of inverse transform and dequantization of DC coefficients is changed.

7 Complexity

Table 2 summarized the precision requirements for each stage. There are three numbers in each cell corresponding to 9, 11 and 13-bit input residuals. 

Table 2 – Precision 
Luma and chroma transform and quantization


Input bits
Output bits

Forward transform
  9, 11, 13
15, 16, 16

Quantization
15, 16, 16
10, 12, 14

Dequantization
10, 12, 14
15, 17, 19

Inverse transform
15, 17, 19
  9, 11, 13

Luma DC transform and quantization


Input bits
Output bits

Transform
13, 15, 16
16, 16, 16

Quantization
16, 16, 16
12, 14, 16

Inverse transform
12, 14, 16
12, 14, 16

Dequantization
12, 14, 16
15, 17, 19

Chroma DC transform and quantization


Input bits
Output bits

Transform
13, 15, 16
15, 16, 16

Quantization
15, 16, 16
11, 13, 15

Inverse transform
11, 13, 15
11, 13, 15

Dequantization 
11, 13, 15
15, 17, 19

Since the propose transform can be implemented using only additions and shifts the multiplications are only used during quantization and de-quantization. It can be seen from the table that all the quantization and de-quantization can be computed with 16-bit multiplication since input values for these operations never exceed 16 bits for 9, 11 and 13 bit residual data. The proposed method can be implemented fully with 16-bit arithmetic when 9-bit residual is used. 

Table 3 and Table 4 summarize the number of operations required by the encoder and the decoder, respectively. The number of counted are computed for the fastest implementation of the transform and inverse transform that are possible using formulas and coefficients presented in this document.

Table 3 – Encoder operations

4x4  transform for 24 4x4 luminace and chrominance blocks

Process
Operation
Number per block

4x4 forward transform
+
64


<<
16


//
0,4 or 16

4x4  transform for one 4x4 luminace DC  block

Process
Operation
Number per block

4x4 forward transform
+
64


//
16

2x2  transform for two 2x2  Chrominace  DC  blocks

Process
Operation
Number per block

4x4 forward transform
+
8


//
0 or 4

quantization for coefficient

Process
Operation
Number per coefficient

Quantization
*
1


//
1

Table 4 – Decoder operations

4x4 inverse transform and dequantization for 24 4x4 luminace and chrominance blocks

Process
Operation
Number per block

Dequantization
*
16

4x4 inverse transform
+
64


>>
16

Normalization
+
16


>>


4x4  inverse transform and dequantization for one 4x4 luminace DC  block

Process
Operation
Number per block

4x4 inverse transform
+
64

Dequantization
*
16


//
16

2x2 inverse transform and dequantization for two 2x2 Chrominace  DC  blocks

Process
Operation
Number per block

2x2 inverse transform
+
8

Dequantization
*
4


//
4

8 Results

The attached document contains results when the encoder is implemented to ensure only 16 bit multiplications for 9, 11 and 13 bit residual data. Decoder structure is independent of residual precision. 
Note that in the test only 9 bit residual data was used. The reasons were lack of the testing material and the current TML software, which is not capable of encoding such material. Such test are however already good indication how the transform would perform for 11 and 13 bit residual data. There is no performance degradation for encoder implemented for 9 and 11 bit residual data and minimal for the one implemented for 13 bit residual data.

Notice as well that if for 11-bit and 13-bit residual you want to keep the maximum precision in the encoder you can use in both cases encoder implementation as specified above for 9-bit residual. In this case encoder implementation will require 32 bit multiplications however decoder can still be implemented using only 16 bit multiplications. 

9 Summary

Coding efficiency of the DCT currently used in TML and the proposed implementation are almost identical. Currently inverse transform, quantization and de-quantization require 32-bit multiplications. Proposed (I)DCT does not require any multiplication and proposed (de)quantization require only 16-bit multiplications even with 13-bit residual. Inverse transform with 9-bit residual can be implemented fully with 16-bit arithmetic.

Appendix

Quantization coefficients

Q[QP%6][i][j]=quantMat[QP%6][0] for (i,j)={(0,0),(0,2),(2,0),(2,2)},

Q[QP%6][i][j]=quantMat[QP%6][1] for (i,j)={(1,1),(1,3),(3,1),(3,3)},

Q[QP%6][i][j]=quantMat[QP%6][2] otherwise.

R[QP%6][i][j]=dequantMat[QP%6][0] for (i,j)={(0,0),(0,2),(2,0),(2,2)},

R[QP%6][i][j]=dequantMat[QP%6][1] for (i,j)={(1,1),(1,3),(3,1),(3,3)},

R[QP%6][i][j]=dequantMat[QP%6][2] otherwise.

quantMat[6][3] = {

{13107, 5243, 8224}, {11651, 4660, 7358}, {10486, 4143, 6554}, {9198, 3687, 5825}, {8322, 3290, 5243}, {7384, 2943, 4660}};

dequantMat[6][3] = {

{40, 64, 51}, {45, 72, 57}, {50, 81, 64}, {57, 91, 72}, {63, 102, 80}, {71, 114, 90}};
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