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1. Introduction

At the Santa Barbara meeting, we have proposed a new set of INTER prediction modes where the number of motion vectors available in a macroblock (MB) are up to two
 while maintaining prediction efficiency (VCEG-N45) [1]. This document describes refinement of the proposed prediction mode set, and shows experimental results of that refinement.

The test conditions of the results shown at the previous meeting had some inappropriate parameters to compare the performance of the TML prediction mode set and our proposed mode set. Therefore we modified the conditions to have the test be fair, and show the detailed comparison results again. We also introduced a new motion vector (MV) prediction strategy to show the benefit of the proposed mode setin fair condition. The simulation results of the proposed modes show better R-D property than that of TML again.

In this document, we show an integrated motion model, which uses both of the TML mode set and the proposed mode set simultaneously. It can complement the performance of each prediction mode set, and outperforms the current TML with a considerable gain in a wide range of bitrate.

2. Justification of the Results at Santa Barbara Meeting (VCEG-N45)

At the previous meeting, we have shown the results of the proposed set of INTER prediction modes, and argued that the proposed mode set performs good motion estimation, especially video content which includes active motion such as “Stefan”. Although the basic explanation of the benefit of the proposed mode set will not change, we have found that some test conditions inflated the gain of the proposed mode set. The reasons why our proposal highly outperformed TML especially in “Stefan” case are as follows.

1) ME parameter settings

For the results shown in the Santa Barbara meeting, motion search range of 16 pixels and 1/8-pel MC were used. They slightly inflated performance of the proposed mode set, especially for “Stefan”.

Although the search range of 16 pixels gives enough performance on most of the test sequences, it was not appropriate for the video sequences with large motion. Since there was a difference of the prediction strategy (see below), the 16 pixel search range limitation had larger effects on the results than expected, and it gave much gain to the proposed modes. 

1/8-pel MC also inflated the difference. Due to the large bit cost of 1/8-pel Motion Vectors, coding efficiency improvement of 1/8-pel MC is much greater for the proposed mode set, which has lower MV overhead, than for the TML modes. We can see that it was one of the benefits of the proposed mode set, but the gain of the proposed mode set will be smaller if 1/4-pel MC is used.

2) Motion Estimation Strategy

The implemented motion estimation strategy of the proposed mode set was better than that of the TML mode set.

In the encoding of the TML software, the MV search window for the spiral motion search is adjusted to the predicted vector. If “_FAST_FULL_ME_” is defined in the software, the search window is adjusted only once for a MB to reduce the computational burden of SAD (i.e., the window for the 16x16 prediction mode is used for all of the modes in a MB). If “_FAST_FULL_ME_” is not defined, the window is adjusted adaptively for every block and every prediction mode of a MB. Due to the median prediction process, most of the predicted vectors are different in a MB. Then encoding with “_FAST_FULL_ME_” definition results in lower R-D performance while the computational burden is much reduced. 

In our previous results, the TML mode set was encoded with “_FAST_FULL_ME_” defined, while our implementation for the proposed modes adjusts its center of the spiral motion search for every block and every prediction mode of a MB. Disadvantage of inappropriate search area of the TML mode set became significant when the motion of the sequence was large. 

Table 1 shows the re-evaluated comparison of the TML modes and the proposed modes in the Santa Barbara meeting in the form of output value of avsnr [2]. R-D curves of the reconfirmed experiments can be found in the attached Excel file (“VCEG-O22_reconfirm.xls”). The gain of the proposed modes still can be seen in lower bitrates, where the lower overhead of the proposed modes becomes significant, but it is less advantageous in higher bitrates. In higher bitrate, the proposed modes seems to have less performance for complicated images due to its limitation of the number of available motion vectors.

The results show that, 1) there will be a cross-point of performance of the two sets of prediction modes at particular bitrate, and a combination/switch of those mode sets can be beneficial, 2) detailed comparison and justification of the TML mode set and the proposed mode set should be discussed maintaining the functionality and computational complexity of the proposed modes, to see the performance of the proposed mode set in fair condition. We discuss those issues in the following sections.

Table 1. The comparison of the TML mode set (“_FAST_FULL_ME_” defined)

 and the proposed mode set.
	Sequence
	Resolution
	VCEG-N45(comparison with TML8.0 fast ME)
	Reconfirmed Results
(comparison with TML8.5 full ME)

	
	
	Diff.bits(%)
	Diff.PSNR(dB)
	Diff.bits(%)
	Diff.PSNR(dB)

	Foreman
	QCIF/10fps
	-4.89
	+0.30
	-4.08
	+0.24

	Stefan
	QCIF/10fps
	-10.10
	+0.65
	+1.34
	-0.07

	Coastguard
	QCIF/10fps
	-4.09
	+0.17
	-
	-

	Tempete
	QCIF/10fps
	-4.09
	+0.24
	-
	-

	Foreman
	CIF/15fps
	-4.08
	+0.21
	-
	-

	Stefan
	CIF/15fps
	-8.79
	+0.54
	+6.73
	-0.35

	Coastguard
	CIF/15fps
	-3.39
	+0.13
	-
	-

	Tempete
	CIF/15fps
	-4.10
	+0.20
	-
	-

	Tempete
	CIF/30fps
	-
	-
	-6.05
	+0.26

	Mobile
	CIF/30fps
	-
	-
	-5.01
	+0.23

	Paris
	CIF/15fps
	-
	-
	-1.40
	+0.07

	Silent
	QCIF/15fps
	-
	-
	-4.22
	+0.20

	News
	QCIF/10fps
	-
	-
	-1.31
	+0.07

	Container
	QCIF/10fps
	-
	-
	-1.59
	+0.09


3. New Proposal of the Prediction Mode Set

3.1. Integrated Motion Model

Based on the properties of the mode sets shown in section 2, we combined two motion models (i.e., granularity scaling model of TML, and bisectional segmentation model of the proposed scheme). It is expected that the integrated mode set will outperform the TML mode set in wide range of bitrate, providing both of the properties of two models simultaneously.

Figure 1 shows the integrated mode set. The proposed mode set originally includes 16x16, 8x16, and 16x8 modes, then the rest of the TML modes, 8x8, 4x8, 8x4, and 4x4, were added to the mode set.

As shown in our previous contribution, the proposed modes allow two motion vectors to use different reference frame for each segment [1], and it is beneficial for the proposed scheme. So the multiple reference frame in a MB will be allowed if the multiple reference frame option is enabled. However, it is not allowed for the TML modes having more than 4 motion vectors due to inefficiency caused by its segmentation/MV overhead [3]. 
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Figure 1. The integrated prediction mode set.

3.2. Motion Vector Prediction

We simplified the MV prediction for the proposed mode set. In our previous contribution, we have defined specific MV predictors depending on each segment of each mode. Those individual predictors fluctuate the MV search window for each segment in a MB, and results in large computational burden on the encoder, while the benefit of such tiny individualization seems to be small. Figure 2 shows the simplified MV predictors for 2 MV modes illustrated in Figure 1. Most of the predictors are the same for each mode, and it enables the encoder to reduce computational burden of SAD. Some of the predictors are still defined as specific predictor or the median prediction depending on segmentation direction of the modes. 

Note that the MV predictors defined for 8x16/16x8 modes of the proposed mode set are different from those of the TML mode set. The remaining TML’s modes are common to both mode sets, and their MV predictor should be the same.
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Figure 2. Simplified motion vector predictors for the proposed mode set.

3.3. Syntax

No syntax change is introduced from the previous proposal, except for the UVLC table definition for the prediction modes. Table 2 shows the new UVLC table for MB type. We defined the integrated mode set introducing the TML prediction modes in conjunction with the proposed modes.

Table 2: UVLC table for MB type.

	Code_

number
	MB_Type

	
	Intra
	Inter

	0
	Intra4x4
	Mode0 (TML Mode1)

	1
	0,0,03
	Mode1 (TML Mode2)

	2
	1,0,0
	Mode2 (TML Mode3)

	3
	2,0,0
	Mode3

	4
	3,0,0
	Mode4

	5
	0,1,0
	Mode5

	6
	1,1,0
	Mode6

	7
	2,1,0
	Mode7

	8
	3,1,0
	Mode8

	9
	0,2,0
	Mode9

	10
	1,2,0
	Mode10

	11
	2,2,0
	Mode11

	12
	3,2,0
	Mode12

	13
	0,0,1
	Mode13

	14
	1,0,1
	Mode14

	15
	2,0,1
	Mode15 (TML Mode4)

	16
	3,0,1
	Mode16 (TML Mode5)

	17
	0,1,1
	Mode17 (TML Mode6)

	18
	1,1,1
	Mode18 (TML Mode7)

	19
	2,1,1
	Intra4x4

	20
	3,1,1
	0,0,03

	21
	0,2,1
	1,0,0

	22
	1,2,1
	2,0,0

	23
	2,2,1
	3,0,0

	24
	3,2,1
	0,1,0

	25
	
	1,1,0

	26
	
	2,1,0

	27
	
	3,1,0

	28
	
	0,2,0

	29
	
	1,2,0

	30
	
	2,2,0

	31
	
	3,2,0

	32
	
	0,0,1

	33
	
	1,0,1

	34
	
	2,0,1

	35
	
	3,0,1

	36
	
	0,1,1

	37
	
	1,1,1

	38
	
	2,1,1

	39
	
	3,1,1

	40
	
	0,2,1

	41
	
	1,2,1

	42
	
	2,2,1

	43
	
	3,2,1

	
	
	


4. Simulation Results

We conducted computer simulations with appropriate ME parameter setting that follows common conditions for coding efficiency evaluation test (VCEG-N81 [4]). Base software is TML8.5. We added Stefan sequence to show the advantage of the integrated mode set around higher bitrates. 

Table 3 Simulation Conditions.

	Test sequence
	Frame Rate
	Fractional MC
	Search Range
	Qp for the 1st I-frame
	R-D Optimized Mode Decision

	Container(QCIF)
	10
	1/4-pel MC
	32
	10
	Used

	Foreman(QCIF)
	10
	
	
	
	

	News(QCIF)
	10
	
	
	
	

	Silent Voice(QCIF)
	15
	
	
	
	

	Paris(CIF)
	15
	
	
	
	

	Mobile(CIF)
	30
	
	
	
	

	Tempete(CIF)
	30
	
	
	
	

	Stefan(QCIF)
	10
	
	
	
	

	Stefan(CIF)
	15
	
	
	
	


4.1. ME with Adaptive Search Window and Multiple Reference Frames

This section provides comparison between TML and the proposed integrated mode set at the most expensive complexity to show the coding performance without considering encoder complexity issue. Both TML and the proposed scheme utilize full adaptive MV search window strategy for each motion segment, and multiple reference frame option is turned on. This condition corresponds to the highest complexity. It is noted that the decoder complexity is just to prepare all prediction modes illustrated in Figure 1 for MC process and use one of them according to the decoded mode information, which is not so crucial in terms of complexity. The number of reference frames in this simulation is set to 5, and it is allowed to use different reference frame for each segment in a MB for all 2 MV modes.

R-D curves are plotted in the attached Excel file (“VCEG-O22_multi_ref_on.xls”), and Table 4 shows the quantitative difference of the two R-D curves for TML and the proposed scheme, calculated by using avsnr [2]. 

Table 4 Quantitative Difference of R-D Performance.
	Sequence
	Resolution
	Diff.bits(%)
	Diff.PSNR(dB)

	Container
	QCIF/10fps
	-2.72
	0.15

	Foreman
	QCIF/10fps
	-5.12
	0.30

	News
	QCIF/10fps
	-3.88
	0.21

	Silent Voice
	QCIF/15fps
	-5.17
	0.25

	Paris
	CIF/15fps
	-3.71
	0.18

	Mobile
	CIF/30fps
	-6.18
	0.29

	Tempete
	CIF/30fps
	-6.67
	0.29

	Stefan
	QCIF/10fps
	-3.70
	0.22

	Stefan
	CIF/15fps
	-4.69
	0.26


From the results shown in the R-D curves and Table 4, it can be seen that the proposed mode set obviously outperforms that of TML for all test sequences and all bitrates. In some sequences (Foreman, Mobile, Tempete etc), coding gain up to 0.4 dB at paticularbitrate can be observed. One point to be mentioned is that you can see more gain around higher bitrates than lower bitrates in most of these sequences. This can be interpreted as the advantage to have highly flexible prediction modes consisting of TML’s granularity oriented motion model and our motion-boundary oriented model. In lower bitrate case, flexible 2 MV modes, which require low overhead motion bits, plays an important role to reduce prediction error, while the TML’s modes has to perform poor prediction with non-flexible motion segmentation.

When multiple reference frame option is enabled, all of the 2 MV modes need 2 reference frame number in a MB. Since the reference frame has a tendency to be smaller (i.e., nearer to the most recent decoded frame), coding efficiency of the reference frame information can be improved by encoding it as a combination of 2 reference frame number in a MB, instead of encoding as separated 2 numbers. We conducted preliminary test of that idea, and the results can be seen in Appendix A.

4.2. ME without Multiple Reference Frames

Additional experiments for low-complexity version have been performed without multiple reference frame option. In this case, we also employ adaptive MV search window strategy for both schemes. Other coding and ME conditions are completely the same as the experiments in Section 4.1. R-D curves are also put in the attached Excel file (“VCEG-O22_multi_ref_off.xls”), and Table 5 figures the quantitative performance comparison. Although the performance of both schemes are getting closer than the case of Section 4.1, the proposed mode set always outperforms TML due to the prediction gain obtained by the flexible low-overhead prediction modes.

Table 5 Quantitative Difference of R-D Performance.
	Sequence
	Resolution
	Diff.bits(%)
	Diff.PSNR(dB)

	Container
	QCIF/10fps
	-1.72
	0.08

	Foreman
	QCIF/10fps
	-3.55
	0.20

	News
	QCIF/10fps
	-2.19
	0.12

	Silent Voice
	QCIF/15fps
	-4.00
	0.19

	Paris
	CIF/15fps
	-2.56
	0.13

	Mobile
	CIF/30fps
	-2.94
	0.14

	Tempete
	CIF/30fps
	-4.21
	0.18

	Stefan
	QCIF/10fps
	-2.63
	0.16

	Stefan
	CIF/15fps
	-3.67
	0.20


5. Discussion and Conclusion

We show the performance of the proposed INTER prediction mode set. The results show that the mode set provides flexible motion model and achieves prediction gain for all of the test sequences and all bitrates. We recommend VCEG to discuss our proposal further by launching core experiment.

Note that the integrated mode set shown in this document enables scalable construction of the mode set. We can define some subset of the full mode set shown in Figure 1, and use different mode set depending on the required trade-off between coding efficiency and computational complexity. For example, a set of mode 0, 1, 2, and 15 in Figure 1 can be defined as the simplest mode set for a cost/complexity-restricted application. A full set except mode 16, 17, and 18 can be a set for a lower bitrate application which needs better coding efficiency. Those scalable mode set could be discussed as a profiling issue.

In this document, the simulation is based on P-frame and UVLC. We are now developing B-frame and CABAC implementation of the proposed scheme, to further investigate the performance of the proposed prediction mode set. The description of the implementation and simulation results for these extensions will be provided at the next meeting.

IPR Policy

See attached policy statement in Appendix B.
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Appendix A: Improvement of reference frame number coding
When multiple reference frame option is enabled, the proposed 2 MV modes need 2 reference frame numbers in a MB. In our current implementation which has been used to get the results in this document, those 2 frame numbers will be encoded as 2 separated codes. Because of the temporal correlation, the reference frame has a tendency to be smaller (i.e., nearer to the most recent decoded frame). Based on this property, coding efficiency of the reference frame information can be improved by encoding it as a combination of 2 reference frame number in a MB, instead of encoding as separated 2 codes.

Figure A1 shows the modified MB syntax diagram for the combined reference frame encoding. In the current syntax of our proposal [1], Ref_frame codes are transmitted associated with each motion vector. In the new syntax, Ref_frame is transmitted once in a MB. It is a combination of 2 reference frame numbers for the 2 MV modes, while it is a original (i.e., the same as TML) single reference frame number for the other modes.
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Table A1 shows the UVLC table for the combined Ref_frame. Each combination of 2 reference frame numbers in a MB is mapped on the code table based on its possibility. For example, if both of 2 segments in a MB use reference frame “0”, the number of bits of Ref_frame from the table is 1 bit (“1”). In this case, the number of bits needed for Ref_frame is reduced since it will be 2 bits (two “1” for each segment) in the current implementation.

Figure A1 MB Syntax diagram for the combined reference frame coding.

Table A1 UVLC table for combined Ref_frame.

	Code number
	Ref_frame
	bits

	0
	0, 0
	1

	1
	0, 1
	3

	2
	1, 0
	3

	3
	0, 2
	5

	4
	2, 0
	5

	5
	0, 3
	5

	6
	3, 0
	5

	7
	0, 4
	7

	8
	4, 0
	7

	9
	1, 1
	7

	10
	1, 2
	7

	11
	2, 1
	7

	12
	1, 3
	7

	13
	3, 1
	7

	14
	1, 4
	7

	15
	4, 1
	9

	16
	2, 2
	9

	17
	2, 3
	9

	18
	3, 2
	9

	19
	2, 4
	9

	20
	4, 2
	9

	21
	3, 3
	9

	22
	3, 4
	9

	23
	4, 3
	9

	24
	4, 4
	9


We conducted preliminary tests of the above mentioned idea on the proposed INTER prediction mode set, and compared the number of bits needed for Ref_frame. Table A2 and A3 show the simulation results of QP=16 and QP=24 respectively. “Separated” is the results of the current implementation which encode Ref_frame separately, and “Combined” is the results of the modified implementation which employs the syntax and code table shown in Figure A1 and Table A1. R-D Optimized Mode Decision is not used for these tests.

It can be seen that the combined Ref_frame achieves approximately 10% reduction of Ref_frame bits, and it results in approximately 0.5% reduction of the total number of bits. This means the gain of the proposed mode set shown in the section 4 can be further improved. The combined Ref_frame is more effective in lower bitrate, in which the tendency of Ref_frame is more significant and Ref_frame bits occupy larger part of the total bits.
Table A2 Difference of the number of Ref_frame bits (QP=16).
	Sequence
	Resolution
	Separated
	Combined
	Diff. Bits(%)

	
	
	Ref_frame
	Total
	Ref_frame
	Total
	Ref_frame
	Total

	Container
	QCIF/10fps
	8653
	261576
	7807
	260720
	-9.78
	-0.33

	Foreman
	QCIF/10fps
	21800
	764944
	19108
	762256
	-12.35
	-0.35

	News
	QCIF/10fps
	7352
	499904
	6088
	498656
	-17.19
	-0.25

	Silent Voice
	QCIF/15fps
	13471
	616064
	11382
	613960
	-15.51 
	-0.34

	Paris
	CIF/15fps
	43158
	3514264
	36503
	3507600
	-15.42 
	-0.19 

	Mobile
	CIF/30fps
	463428
	15895856
	454175
	15886664
	-2.00 
	-0.06 

	Tempete
	CIF/30fps
	338580
	10504648
	332964
	10499008
	-1.66 
	-0.05

	Stefan
	QCIF/10fps
	29406
	2970032
	25755
	2966408
	-12.42 
	-0.12 

	Stefan
	CIF/30fps
	235159
	14090880
	208493
	14064176
	-11.34 
	-0.19


Table A3 Difference of the number of Ref_frame bits (QP=24).
	Sequence
	Resolution
	Separated
	Combined
	Diff. Bits(%)

	
	
	Ref_frame
	Total
	Ref_frame
	Total
	Ref_frame
	Total

	Container
	QCIF/10fps
	4054
	83056
	3575
	82608
	-11.82
	-0.54

	Foreman
	QCIF/10fps
	17022
	294176
	15001
	292192
	-11.87
	-0.67

	News
	QCIF/10fps
	5256
	181776
	4278
	180792
	-18.61 
	-0.54

	Silent Voice
	QCIF/15fps
	9515
	207736
	8193
	206376
	-13.89 
	-0.65

	Paris
	CIF/15fps
	36391
	1100584
	30554
	1094776
	-16.04 
	-0.53 

	Mobile
	CIF/30fps
	344126
	4008312
	328687
	3992848
	-4.49 
	-0.39 

	Tempete
	CIF/30fps
	208015
	2588872
	194475
	2575352
	-6.51 
	-0.52 

	Stefan
	QCIF/10fps
	28985
	913312
	24334
	908624
	-16.05 
	-0.51 

	Stefan
	CIF/30fps
	188099
	3988920
	156742
	3957520
	-16.67 
	-0.79
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	In the case of any box other than 2.0 above, please provide the following:

	Patent number(s)/status
	
	

	Inventor(s)/Assignee(s)
	Mitsuru Kobayashi, Shun-ichi Sekiguchi, Minoru Etoh and Satoru Adachi


	

	Relevance to VCEG
	
	

	Any other remarks:
	
	

	(please provide attachments if more space is needed)




(form continues on next page)

Third party patent information – fill in based on your best knowledge of relevant patents granted, pending, or planned by other people or by organizations other than your own.

	Disclosure information – Third Party Patents (choose one box)
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	3.1
The submitter is not aware of any granted, pending, or planned patents held by third parties associated with the technical content of the Recommendation/Contribution.
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	3.2
The submitter believes third parties may have granted, pending, or planned patents associated with the technical content of the Recommendation/Contribution.



	For box 3.2, please provide as much information as is known (provide attachments if more space needed) - VCEG will attempt to contact third parties to obtain more information:



	3rd party name(s)
	
	

	Mailing address
	
	

	Country
	
	

	Contact person
	
	

	Telephone
	
	

	Fax
	
	

	Email
	
	

	Patent number/status
	
	

	Inventor/Assignee
	
	

	Relevance to VCEG
	
	

	
	
	


	Any other comments or remarks:
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