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In Santa Barbara, several techniques we presented to reduce the complexity of the TML transform and quantization.  The goals of this adhoc group are to define a low complexity transform and quantization for the current application to 9-bit residuals and to extend the definition to support 11-bit and 13-bit residuals.  The possibility of defining a lossless transform is also under consideration.  The work in the area of transform/quantization complexity reduction has focused on the current application of H.26L to 8-bit source data.  The group has also worked on extending low complexity techniques to support higher bit depth data with 11-bit or 13-bit residuals.  

1 Complexity Evaluation

The calculations of an H.26L decoder are normative eliminating potential IDCT drift.  All implementations must support exact calculations of the dequantization and inverse transform.  Care must be taken to avoid normative requirements that impose significant complexity on particular architectures.  A target set of computational resources has been identified that supports reduced complexity implementations on the model hardware architectures considered.  These operations include:

· 16-bit memory for input, intermediate and output.

· Arithmetic logic unit supporting 32-bit operations.

· 16-bit multiplier.

For 9-bit residuals, 32-bit multiplies and 32-bit memory accesses should be eliminated.  For 11-bit and 13-bit residuals, restricting to 16-bit intermediate memory accesses impacts performance and the restriction to 16-bit intermediate memory accesses may need to be removed.

2 Greater bit-depth

Currently, 26L supports 8-bit source data.  We have investigated supporting greater bit depths 10 or 12 bits.  Both the quantization range and calculation precision must be extended.  The current TML quantizer parameter, QP, ranges from 0 to 31 with the quantization level doubling every six QP.  To support greater bit-depth, the quantization range must be extended giving an additional bit to the quantization level with each additional bit of input.  For 11-bit residuals, QP ranges from 0 to 43.  For 13-bit residuals, QP ranges from 0 to 55.  For 9-bit residuals, intermediate memory accesses are limited to 16 bits restricting precision.  For 11-bit and 13-bit residuals, 32-bit intermediate memory accesses are allowed.  Multiplier free transform implementations eliminate the need for 32-bit multiplies.

3 Summary of work

The transform and quantization in TML require 32-bit multiplication and 32-bit memory accesses.  There have been two general approaches to reducing the transform and quantization complexity, modifying the TML definition and introducing a multiplier free transform.  

3.1 Quantization & Dequantization

In TML, quantization and dequantization is combined with normalization using a pair of numbers {A(QP),B(QP)}TML uses 32-bit multiplications during quantization and dequantization.  The values of B defining the normative decoder calculations require multiplication of values exceeding 16-bits.  The encoder calculations are not normative allowing an implementation using only 16-bit multiplies.  The structure of using a pair of integers for combined quantization and normalization is common to both reduced complexity approaches although quantization for the multiplier free transform requires a matrix rather than a single scalar.  In both approaches, quantization and dequantization parameters with 16-bits rather than 32-bits have been defined eliminating one 32-bit multiply requirement.  A periodic quantization structure has also been explored.  In TML, the quantization approximately doubles every six QP values.  The periodic quantization structure exactly doubles the dequantization parameters and halves the quantization parameters every six QP.  This periodic structure reduces the memory requirements and the quantization range can be easily extended beyond the range in TML.  The extended quantization range is necessary to support 11-bit and 13-bit residuals.  

3.2 Transform definitions

Three transforms are used in H.26L, the main 4x4 transform applied to inter luma blocks and the AC components of chroma and intra luma blocks, the 2x2 chroma DC transform of the DC components of the four chroma blocks of a macroblock, and the 4x4 luma DC transform on the set of DC coefficients luma blocks of intra macroblocks.  In TML, the 4x4 luma DC transform is the same as the main 4x4 transform followed by an additional normalization.  The complexity of all three transforms has been examined.

3.2.1 Main 4x4 transform 

Two approaches are under consideration for the first level 4x4 transform.  The goal is to eliminate the need for 32-bit multiplies and restrict memory accesses to 16-bits for 9-bit residuals. The first approach is to reduce the complexity of the TML definition.  The second approach is based on a multiplier free transform.  In both cases, there are no 32-bit multiply requirements and memory accesses are restricted to 16-bits for 9-bit residuals.  

3.2.1.1 Reduced complexity TML

The transform calculation has been modified to eliminate the need for 32-bit multiplication.  For 9-bit residuals, a normative shift has been defined following the horizontal transform reducing the intermediate values to 16-bits.  The loss of precision is small and does not affect the coding performance.  For 11-bit and 13-bit residuals, a multiplier free implementation of the TML transform has been given.  This multiplier free definition is not extremely efficient but gives the same result as the direct matrix multiply definition.  This definition could be used in computing with 9-bit residuals but the option of a direct matrix multiply calculation using 16-bits is available for 9-bit residuals.

3.2.2.1 Multiplier free transform

In Santa Barbara, three proposals presented multiplier free transforms as alternatives to the TML transform.  These transforms require modification to the quantization structure in addition to modifying the transform definition.  These transform provides an efficient multiply free calculation.  For 9-bit residuals, a normative shift must be defined following the horizontal transform reducing the intermediate values to 16-bits.  The loss of precision is small and does not affect the coding performance.  For 11-bit and 13-bit residuals, calculation uses 32-bit ALU and 32-bit memory accesses.  An equivalent implementation using direct matrix multiplication has been explored targeting efficient use of MAC architecture for 9-bit residuals.  Different definitions of multiplier free transforms are under consideration.  An invertible transform can be defined using a lifting structure.

3.2.3.1 Main 4x4 transform comparison

The two approaches to the main 4x4 transform have different advantages and disadvantages.  We are working build the best technical solution from the different advantages.  Differences are summarized in the table below.  

Table 1 Main 4x4 transform differences

	
	TML
	Multiplier free

	Quantization
	Scalar
	Matrix

	9-bit residual intermediates
	16 bit
	16 bit

	16-bit MAC implementation
	Yes
	Exploring

	11-bit 13-bit intermediates
	Greater than 16-bit
	16-bit using lifting structure

	Multiply free implementation
	Yes
	Efficient

	Invertible
	No
	Possible with lifting structure


The quantization structure of TML is simpler requiring a single number for the entire matrix of coefficients rather than a quantization matrix.  For 9-bit residuals, TML offers a 16-bit MAC friendly implementation via a direct matrix multiply.  For the multiplier free transform, a direct matrix multiply calculation using 16-bit MAC operations looks achievable but has not been explicitly defined.  For higher bit depth data, a multiply free implementation exists for TML however it is not extremely efficient and requires intermediate values with more than 16-bits.  The multiply free transform is efficient and a lifting structure may be used requiring only 16-bit intermediates.  The multiply free transform includes the possibility of an invertible transform.

3.2.2 2x2 chroma DC transform

The forward and inverse transform definitions are identical to TML.

3.2.3 4x4 luma DC transform

The TML forward and inverse transform for 4x4 luma DC coefficients has been replaced by a 4x4 Hadamard transform.  This limits the dynamic range requirements and complexity without significant loss of coding efficiency.

4 Coding performance

Initial results show there is no coding loss in using either approach relative to TML 8 for the main 4x4 transform.  The 2x2 chroma DC transform is identical to that in TML 8.  The 4x4 Hadamard transform shows some loss of coding performance and needs to be studied further. 

5 Transform Domain Requantization

In Santa Barbara, interest was expressed in examining the ability to do transform domain requantization.  In TML and the two approaches above, quantization and dequantization are implemented with a pair of integers (A, B).  A coefficient K is quantized to a level L by L=(AK)/2N.  The level is dequantized to a value D by D=BL.  A second pair of values (A’, B’) could be used with the same coefficient K to generate a different quantized level L’=(A’K)/2N and D’=B’L’.  The task of transform domain requantization is to convert quantized levels produced by one quantizer (A, B) to that of another (A’, B’), in other words to compute L’ from L.  Define the requantized level by L’=(BL)/B’.  

Equation 1 Requantization of level L to L’
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6 Rounding 

The symbol // is used to denote division with rounding to the nearest integer.  Rounding is normative at the decoder.  Division is defined in four places: following the 2x2 Chroma IDCT, following the 4x4 DC IDCT, 4x4 luma IDCT intermediates for 9-bit residuals, and final normalization.  In all cases, the division is by a power of two and the result of the division is rounded as illustrates in the pseudo code below.

Equation 2 Rounding definition
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