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Summary
This contribution proposes high-level functional and logical functional architectures of network-based speech-to-speech translation (S2ST) for the Recommendations “F.S2STarch” and “H.S2STreq”. 
1.
Introduction

To break language boundaries, S2ST technologies which translate speech in a source language to speech in a target language, are an effective means of communication between people who speak different languages. Developing a S2ST system requires the construction of automatic speech recognition (ASR), machine translation (MT), and text-to-speech synthesis (TTS) components for target language pairs. Many ASR, MT and TTS systems for different language pairs have been developed independently all over the world. If those systems could be connected together through a network, then S2ST systems spanning a greater number of language pairs can be achieved. However, there is no common, flexible framework that can accommodate the entire speech translation process by assembling various heterogeneous speech translation components through a network. Therefore, in this contribution we propose a distributed architecture framework for S2ST systems in which all S2ST components, i.e., ASR, MT and TTS, are provided on distributed servers and cooperate over a network. This framework can facilitate a connection between different components and functions. To show the overall mechanism, we describe how to combine those systems into the proposed network-based framework. 
2.
High-level Functional Architecture

Figure 1 shows the high-level function model of the network-based S2ST with data flow. The processing for a network- based S2ST is as follows:


Step 1: A user’s speech is input into a client,


Step 2: A speech signal of the user’s speech is transferred to an ASR module,

Step3:  A transcription of the original speech obtained by the ASR module goes back to the original client and is transferred to an MT module simultaneously,


Step 4:  A translation in a target language for the original speech obtained by the MT module goes to a target client and is transferred to a TTS module simultaneously, 


Step 5:  A Synthesized speech signal in the target language is transferred to the target client, and 


Step 6:  The synthesized speech is output from the target client.

All data can be transferred through the same or a different network. To help with understanding the data flow of network-based S2ST, the case in which all data is transferred on the same network is illustrated in Figure 1.
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Figure 1: High-level functional model of a network-based S2ST with data flow
To distil the overall function from Figure 1, Figure 2 shows the high-level function model without the data flow.

[image: image2]
Figure 2: High-level functional model of the network-based S2ST
3. Logical Functional Architecture
Figure 3 shows the logical functional architecture. The system functional architecture for the network-based S2ST requires the following components: (a) S2ST client and (b)ASR, (c) MT and (d) TTS servers. To achieve communication between clients and S2ST modules, a communication protocol, the Modality Conversion Protocol (MCP), and a data format, the Modality Conversion Markup Language (MCML), have been designed.

(a) S2ST client: Conversion functions to convert from the users’ speech to a speech signal at the beginning of S2ST processing and also from a synthesized speech signal to speech at the end of the process are required. To communicate with distributed S2ST modules, a Modality Conversion (MC) Interpreter which transfers data for network-based S2ST is written in MCML, requiring the use of the MCP.
(b) ASR server: A conversion function to convert the speech signal to text, referred to as transcription, for the source language and a MC Interpreter are required.
(c) MT server: A conversion function to convert text in a source language to text in a target language while retaining the original meaning, referred to as translation, is required. Additionally, a MC Interpreter is required as well.
(d) TTS server: A conversion function to convert from text, i.e., translation, to a speech signal in the target language is required. The converted speech signal is denoted a synthesized speech signal.

[image: image3]
4.
Discussion and Conclusion

The high-level Functional architectures and logical functional architecture of network-based S2ST are proposed for the Recommendations “F.S2STarch” and “H.S2STreq”. The following items will be standardized:　 
- 
Modality Conversion Markup Language

-
Modality Conversion Protocol

-
A format for ASR input and output

-
A format for MT input and output

-
A format for TTS input and output

To further enhance the architecture of network-based S2ST, additional discussion is welcome through this Rapporteur meeting. 
__________________
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