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Auto-discovery and Configuration for Call Routing

Summary

This document describes a way in which a call routing entity, such as an H.323 Gatekeeper, may automatically discover its peers for the purpose of exchange routing information.

While the principle described in this document is protocol independent, the actual procedure is based on using existing messages and syntax defined in Recommendation H.501 [3].

Terms

	H.225.0
	An ITU-T recommendation that defines call signaling protocols in packet based multimedia communication systems

	Annex-G/H.225.0
	An annex to recommendation H.225.0 that describes procedures to allow address resolution within and between administrative domains

	H.501
	An ITU-T recommendation that defines the protocol elements that are used by other recommendations including Annex-G/H.225.0

	Multicast
	An IP networking technology that allows a sender to send a single packet or a stream of packets to multiple recipients. The sender does not need to know the address of each of the recipients

	Call Routing
	A way to resolve higher layer, human usable addresses, such as telephone numbers, to lower layer IP addresses which can be used by network equipment to find a destination for a placed call

	Peer Element
	A logical network element that originates or terminates signaling messages defined in Recommendation H.501. It can co-exist with any other H.323 element such as the Gatekeeper, Gateway, or MCU

	Border Element
	A type of a peer element that has at least one peer outside of its administrative domain

	Clearing House
	A service that provides resolution for all addresses – a type of an aggregation point

	MCM
	Multimedia Conference Manager is Cisco’s IOS Gatekeeper + H.323 Proxy

	Administrative Domain
	A collection of H.323 elements administered by one administrative entity. An administrative domain may contain a number of Peer and Border Elements

	Gatekeeper
	An H.323 entity that manages the resources in a zone consisting of other H.323 entities such as Gateways, terminals, and MCUs

	Gateway
	In H.323 networks, a Gateway converts a protocol (typically PSTN based) to H.323, and allows communication between PSTN phones and H.323 endpoints

	Prefix
	An addressing concept formed out of the first few digits of a telephone number. The number of these digits is not defined and vary from 0 to the whole number itself

	Alias Address
	A higher layer address which in H.323 could be, among others, an email address, an H.323ID, or a telephone number


Background

Routing a call from the originator to the intended destination in the most efficient way is the most important part of any IP based voice/video deployment. Calls are typically initiated by specifying a destination address that is in the form of an “alias” address such as an email address, H.323ID, a name, or more commonly, digits of a telephone number. 

The network consisting of H.323 entities such as Gatekeepers, Gateways, terminals, MCUs, and the underlying infrastructure must convert those aliases to an IP address of an endpoint at which the call may be successfully terminated.

Such address resolution typically occurs by the following process:

· Endpoints register their IP address and alias addresses to their Gatekeeper establishing an association between the alias and the IP addresses

· Gatekeepers accept registrations from only those endpoints whose registration falls within a pre-configured prefix list, referred to as the local prefix list

· The Gatekeeper is also configured with prefix lists for other Gatekeepers, referred to as the remote prefix list

· For a call attempt by a registered endpoint, the Gatekeeper determines whether the called number is within its local list, and if so, it makes arrangements to route the call to the destination endpoint

· If the number matches a remote prefix list, the local Gatekeeper queries the remote Gatekeeper which repeats the address resolution process and may query yet another Gatekeeper until the endpoint is located

This process, though simple, suffers from several shortcomings that make it unacceptable in many deployments. Some of the issues are:

· Extensive configuration is required at all Gatekeepers and Gateways in the network. This is not only tedious but also error prone and subject to frequent changes

· A mobile network in which endpoints and Gatekeepers may be moving and may have different IP addresses at different times can not be tracked by static configuration alone

· A central repository of all endpoints presents a scalability problem and is also a single point of failure that is unacceptable for networks requiring high availability

Annex-G/H.225.0 [2] describes methods to allow address resolution within and between Administrative Domains that is more dynamic than static configuration as above. It relies on exchange of routing information between Peer Elements. However, even in this method, neighbor Peer Elements have to be configured in each element.

What is required is a more dynamic procedure by which these Peer Elements can discover each other’s presence as they come up in the network and automatically creating a neighbor list. After creating such a list, the elements can exchange routing information as before.

Proposed Solution

This proposal builds upon the foundation for descriptor exchange laid out by Recommendation Annex-G/H.225.0. It relies on automatic discovery of peer elements and request and update of address descriptors.

Establishing Service Relationships

Annex-G specifies static configuration and DNS lookup as two ways to discover peer elements. However for the reasons discussed in the situation above, none of these ways is suitable. A dynamic method of discovering neighboring peer elements is required.

A peer element shall establish a service relationship with another peer element by multicasting a ServiceRequest message. Within this message, the sending Peer Element fills its own identifier and the domain identifier. Security tokens may be added as required by local security policy. The timeToLive field in the ServiceRequest message should be set to a finite amount and not excluded and the relationship should be renewed within this time. The sender should consider the scope of multicast and the underlying infrastructure should allow this multicast. The receiver of the ServiceRequest message should reply with a ServiceConfirmation message thus establishing the relationship.

Multicasting Considerations

The IP routing and transport infrastructure should support multicast traffic. For use within a large enterprise, university, or an organization, limited scope addresses in the range of 239.0.0.0/8 should be used as described in [1], and routers configured to not forward these packets outside their domain.

Peer Elements that wish to receive multicast messages should join a multicast group using the IGMP protocol. This will allow efficient distribution of these multicast messages.

It is recommended that the full multicasting model not be extended between administrative domains, i.e. all Peer Elements should not send multicast messages outside their domain. Instead, Border Elements should establish relationships with each other in the normal way.
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