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Abstract:

There has been an active discussion on the MEGACO mailing list on the issue of MGC and MG polling each other to detect failures.  There seemed to be agreement that MGC could pole MG if desired using existing mechanisms, but that MGs should not poll MGCs unless directed to do so my MGC.  A number felt that this need never be done, but had no objection to there being an optional mechanism to be used for this by those wishing it.  

The attached is a draft of a proposed package to allow MGs to detect failure of MGCs through message silence when directed by MGC to do so.
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FOREWORD

The International Telecommunication Union (ITU) is the United Nations specialized agency in the field of tele​com​mu​ni​ca​tions. The ITU Telecommunication Standardization Sector (ITU-T) is a permanent organ of ITU. ITU-T is responsible for studying technical, operating and tariff questions and issuing Recommendations on them with a view to standardizing telecommunications on a worldwide basis.

The World Telecommunication Standardization Assembly (WTSA), which meets every four years, establishes the topics for study by the ITU‑T study groups which, in turn, produce Recommendations on these topics.

The approval of ITU-T Recommendations is covered by the procedure laid down in WTSA Resolution 1.

In some areas of information technology which fall within ITU-T’s purview, the necessary standards are prepared on a collaborative basis with ISO and IEC.

NOTE

In this Recommendation, the expression "Administration" is used for conciseness to indicate both a telecommunication administration and a recognized operating agency.

INTELLECTUAL PROPERTY RIGHTS

ITU draws attention to the possibility that the practice or implementation of this Recommendation may involve the use of a claimed Intellectual Property Right. ITU takes no position concerning the evidence, validity or applicability of claimed Intellectual Property Rights, whether asserted by ITU members or others outside of the Recommendation development process.

As of the date of approval of this Recommendation, ITU [had/had not] received notice of intellectual property, protected by patents, which may be required to implement this Recommendation. However, implementors are cautioned that this may not represent the latest information and are therefore strongly urged to consult the TSB patent database.

  ITU  2001

All rights reserved. No part of this publication may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and microfilm, without permission in writing from ITU.
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H.248 Annex M.KA: KeepAlive Package (draft).

M.KA.1 Summary

H.248 is a client/server protocol.  Media Gateway Controllers (MGCs) are servers and are considered masters in their relationship with Media Gateways (MGs), that is, MGCs set policies and determine what optional features are used (when found to be available).  The primary means one entity uses to detect a failure in the other is by the failure to receive a response to a transaction.  Any action for either entity to probe the other entity to determine its health, should be under the control of the MGC.  MGC can choose to test the MG at anytime by sending any legal message and looking for a response.  A common choice is a transaction consisting of only an AuditValue command with an empty Audit Descriptor sent to the ROOT termination.  This should result in a response confirming the existence of the ROOT termination.  Lack of a response indicates that the MG has failed or communication with it is lost.  MGC can take appropriate action of its choice.

MGs should not initiate testing of the health of MGC on its own, but there are valid reasons that MGC may want an MG to take action in the event that the MGC or communications with the MGC fail.  MG may have a pre-provisioned list of alternate MGC that may be contacted in the event it cannot communicate with its primary MGC (see section 11.5).  A MG will, of course, be aware of failure if it sends a transaction (ServiceChange or Notify) and receives no response, but it should not choose to send a transaction for testing purposes alone.  If the MGC chooses to periodically test the MG during periods with no other message traffic, an MG might conclude that that the MGC or communications link has failed, if there is an absence of any message for a period greater than the testing interval, but since there is no standard testing interval, the MGC would have to inform the MG of the value of this interval.

MGCs that support this package can detect MGs that support it by auditing them and may choose to set the inactivity timer event containing the maximum silence period or “maximum inactivity time” on the ROOT termination using Modify.  It should then ensure that the time between messages to that MG never exceed this period, by sending any message as a test or KeepAlive message (such as the empty Audit of ROOT) whenever no other message is needed.  MG will respond as usual.

MGCs, of course, are free to test MGs using a test message without implementing this package or to test MGs that do not implement the package.  This package simply adds the ability for MGs to detect MGC failure through message silence.

A MG that supports this package and receives the event will monitor incoming messages for periods of silence exceeding the maximum inactivity timer value.  This might be done by starting a timer with the specified timeout that resets to zero on the arrival of each message from MGC and reaches timeout only after the indicated inactivity period.  Another approach would be to keep a “message received” Boolean, which is set to 1 when each message is received and a normal timer; when the timer expires and the Boolean is still 0 it would send the event Notice; if the Boolean is 1 it would set it to zero and restart the timer.  

If the MGC has indeed failed, the event Notice will not receive a reply.  If no reply is received the MG will consider the MGC to have failed and follow the procedures of section 11.5.
Attention: This is not an ITU publication made available to the public, but an internal ITU Document intended only for use by the Member States of the ITU and by its Sector Members and their respective staff and collaborators in their ITU related work. It shall not be made available to, and used by, any other persons or entities without the prior written consent of the ITU.

Inactivity Timer Package

PackageID: it, 0x00??
Version: 1

Extends: none

This package provides support for MGs detecting the failure of MGCs by message silence and is only used on ROOT.

M.KA.1.1 Properties

None

M.KA.1.2 Events

Inactivity Timeout


EventID: ito, (0x0001)


Detects that inactivity timer has expired.


EventsDescriptor parameters:

Maximum Inactivity Time

ParameterID: mit (0x0001)




Type: integer (seconds)

Possible values: 0..65535


ObservedEventsDescriptor parameters:



None

M.KA.1.3 Signals

None

M.KA.1.4 Statistics

None

M.KA.1.5 Procedures

MGCs that support this package can detect MGs that support it by auditing them and may choose to set the inactivity timer event containing maximum silence period or “maximum inactivity time” on the ROOT termination.  It should then ensure that the time between messages to that MG never exceed this period, by sending any message as a test or keep-alive message (such as the empty Audit of ROOT) whenever no other message is needed within the period.

A MG that supports this package and receives the event will monitor incoming messages for periods of silence exceeding the maximum inactivity timer value.  This might be done by starting a timer with the specified timeout that resets to zero on the arrival of each message from MGC and reaches timeout only after the indicated inactivity period.  Another approach would be to keep a “message received” Boolean, which is set to 1 when each message is received and a normal timer; when the timer expires and the Boolean is still 0 it would send the event Notice; if the Boolean is 1 it would set it to zero and restart the timer.  

If the MGC has indeed failed, the event Notice will not receive a reply.  If no reply is received the MG will consider the MGC to have failed and follow the procedures of section 11.5.
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