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1. Introduction





The following paper gives an introduction to the video redundancy coding method, which was introduced in the document AVC 1163 and LBC 97079 at the Boston/Nice meetings of SG16 Q12/13 and the LBC group. By now, the necessary changes in the forthcoming new version of H.263 (formerly known as H.263+) have been incorporated into the draft, which is due for determination in April 1997. Together with a new RTP payload format for H.263+ (currently under development) and some minor changes in the signaling, video redundancy coding will allow 





The idea of video redundancy coding is to send at least two threads (called sequences in AVC 1163, terminology changes based on discussions with Mr. Kisor, Intel) of P frames simultaneously; each of these P-frames depends on the earlier P-frame of the thread but not on any information of the other thread(s). Newly coded pictures will be assigned to the various threads in an interleaved manner. As far as we can see, the method is also working with other coding schemes as B frames or PB frames although this was not yet tested in the simulation software due limited implementation time.





All threads are started from a so called Sync-Frame (which can, but not must be a I-frame, see discussion below) and end into another Sync-Frame. If one thread is damaged (i. e. because of packet loss in LAN environment), the other remains intact and can be decoded and displayed. This will lead into lower frame rates, but avoids the otherwise introduced „Ghost images“ (due to missing P-frames of a H.263 sequence) or the need of a complete resychronization by signaling and later sending an I-frame. 





The proposed method is especially useful in combination with other coding methods, which are error resilient on packet losses in some way but rely on a correctly transmitted base datastream (Annex O, layered codec, comes in mind).


2. Basic idea (copied out of AVC 1163 with minor changes)


Usually, a H.263 data stream consists of a sequence of P-frames; this makes it necessary to have the completely decoded frame (t-1) ready for decoding frame (t). If parts of the frame (t-1) cannot being decoded e. g. because of packet loss, the complete frame sequence is corrupted and has to be reinitialized by sending an I-frame. Our idea is, to send more than one independent, but short frame threads of e.g. 5 frames (for more sophisticated systems, the length of such a frame thread could be adaptively adjusted according to the network characteristics). For a frame thread length of 5 frames, 2 frame threads and full frame rate (30 fps in US) the temporal relationship of the frames is as follows:








������	FP1		FP3		FP5		FP7		FP9		thread. 1


��FS											FSn


����		FP2		FP4		FP6		FP8		FP10	thread. 2





Assume, that FS is a correctly transmitted frame. The first frame coded after FS will be transmitted as the first P-frame of thread 1, which depends only on FS. The next frame is transmitted as the first P-frame of thread 2 (FP2). Later on, the "odd" Frames of thread 1 depend only on their predecessor; similar for thread two. This scheme can be easily adopted to n threads of length m.





In case of a packet loss, it will occur either in thread 1 or in thread 2. In such a case, all further decoding of the thread in which the packet loss has occurred will be stopped by the decoder. So, the frame rate will drop to the half, but there will be still a moving picture and, more important, at the end of the uncorrupted thread a new FS-frame which will be the start point for two (or more) new thread. In multicast or broadcast environments, the decoding of all threads may continue in those terminals, which were not effected by the packet loss. In any case will the coder continue to produce all threads except in environments, where a back channel is present (which, in this case has not to be real time).











������	FP1		FP3		FP5		FP7		FP9		thread 1


�FS											FSn


��		FP2		FP4		decoding of Seq.2 stopped		thread 2


�


	packet loss occurred here





In case of packet losses in both threads, we are in the same situation as we would be without redundancy coding.





2. Environment





Video redundancy coding was designed to avoid „Ghost images“ in case of packet losses, which are quite often visible in Internet-based Video conferencing solutions like the MBONE tools. In this environment, as well as in today’s H.323 family of standards, the problem of packet loss of RTP packets is completely ignored; there is neither a signaling which allows a decoder to signal a packet loss (at the moment, there is even no way to recognize all types of packet losses by the decoder or produce a match between the lost RTP packet and the TR of the frame, that lost information) to the encoder, nor a error resilient method which avoids such packet loss. Adding a error resilience methods of any kind to the transport stack will cause, as far as the author can see, a substantial amount of additional latency time and/or a substantial amount of additional bandwidth needs.





The alternative of signaling through a back channel information about packet losses for giving the encoder a chance to resynchronize the decoder by sending an I frame, leads into major problems in case of multicast and broadcast transmissions, which are standardized in H.323 and used in a growing number of H.323 implementations. Also, due to the sending of (much more bits consuming) I-frames the overall bitrate will increase (or the frame rate or the quality will drop) substantially. Finally, back channel information has to be send over reliable channels. The reliable H.245 channels in H.323 are transported by TCP; TCP packets can cause much additional delay, because this protocol and its implementations in typical network stacks are not optimized for real time use.





The proposed method seems not to be useful in case of guarantied QoS networks as well as on circuit switched networks, such as ISDN and PSTN.


3. Impact on video coding quality





The described changes in the H.263 coding algorithms will have negative impact in the overall coding quality of the data stream, because of the added redundancy (obviously only in case of no packet losses). The reason for added redundancy is, that the typical changes in the threads which have to be coded and transmitted are larger than with only one thread (algorithm as is today), because the picture intervals of the frames depending on each other are higher (twice as high for two threads, three times as high for three threads and so on).





A simulation model of the described 2 thread / 5 frames per thread model, which was used as an example above, was implemented at TU Berlin. The TELENOR H.263 coder was modified to generate threads and our own implementation of a H.263 decoder was used for decoding this data stream. The stream deadline in cif format at QP 10 at a fixed frame rate of 30 fps was used to check the effectiveness of the algorithm. The results were basically


the additional bitrate due to additional redundancy was maximum 20%, usually below 15%


subjective quality was similar


with simulated frame loss rate of 1% subjective quality of VRC was better than without


with simulated frame loss rate of 3% the stream deadline was coded in unacceptable quality without VRC; with VRC the quality was subjective the same as a correct bit stream without VRC.





Since the decoder stops after the first occurrence of all threads corrupted (because of the necessity to distinguish between the artifacts coming in through the proper use of the algorithm and other artifacts), higher loss rates were not tested too intensively. In a real implementation, this amount of errors make the repetitive sending of I frames at each sync frame position necessary as well as short threads (5 frames or so) and large thread numbers (more than 3).





For non subjective quality testing, the tool PQS was used. PQS checks a b/w still picture of 256 by 256 pixel for various quality aspects and assigns a number from 1 to 5; 5 means excellent quality (no visible distortion; 1 means very bad picture quality; say JPEG, compression 1:100). Average results were about 2.3 for usual coding and 2.1 for the described redundancy coding. This results were generated at a fixed frame rate of 30 fps, fixed bit rate of 110 kbit/s and the cif stream deadline.





4. Suggested changes in H.263+ (relative to draft6)





Our suggested changes in the language of draft6 and, as far as the author can see, also in draft7, are minor; although some substantial changes in the coder implementation might lead to better results. Non of the suggested changes will effect the existing syntax of the bit stream in any way, but semantic changes are quite substantial. Here is a list of proposed changes:





In an appropriate place in the standard (probably in the functional description of the decoder) a sentence like „In case of more than one frame with the same TR arrives at the decoder, the decoder should discard all that coded frames except the first one“ has to be added.





Annex N name change, as suggested in Editor’s comments in draft6 of H.263+





Annex N should allow the use of the forward channel syntax even in absence of a backward channel, as suggested in Editor’s comments in draft6. 





Either in Annex N or in an implementer’s  guide the following language should be added:


In absence of an reliable, low latency backward channel, especially in case of Point to Point or Multipoint communication on packet switched networks as defined in H.323, the Annex N syntax can be used as a method for redundancy coding. In such a case, the stream of frames shall be divided into two or more threads. Each thread starts and ends with a sync frame. Since the frame at the end of each thread (last frame before the sync-frame) may contain predicted information to the sync-frame, the coder shall either


transmit only I frames as sync-frames of the first and the second thread; for all other threads no information shall be transmitted or


try to produce P frame information in such a way, that the reference frame in the encoder and in the decoder are as similar as possible to avoid artifacts because of differences between encoder and decoder reference memory.


As defined in the functional description of the decoder <section xxx>, the decoder will discard any frames with the same TR.


The negotiation and signaling of the presence of video redundancy coding, the number of threads and the number of frames per thread is done by external means, e. g. Recommendation H.245. The transmitting of the thread id and the sequence in thread id, which are necessary to detect packet loss, are done by external means, e. g. Recommendation H.225 and especially in the RTP H.263 payload definition in RFC <not yet present>. <Maybe we should think about a syntax of transmitting this information also as PEI/PSPARE information, as it is done in the test software>. In case of packet loss in all threads, error resilience is no more given and the error accumulation will start to produce „Ghost images“. To avoid this situation, the coder shall be advised by an undefined algorithm to produce a adequate number of I frames or –in case if Point to Point scenarios– a high latency back channel can be used to request an I frame.
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