------------------------------------------------------------------


|                                                                  |


| ITU Telecommunication Standardization Sector  Document APC-{1193}|


| Study Group 16                                                   |


| Q.12-14/16 Rapporteur Meeting                             20-5-97|


| Hertzliya, 10-13 June 1997                                       |


|                                                                  |


| SOURCE : BT                                                      |


| TITLE  : Clarifications on H.323 setup delay minimisation        |


| PURPOSE: Proposal                                                |


|                                                                  |


|                       _________________________                  |


|                                                                  |


 ------------------------------------------------------------------





Contact:


	Pete Cordell


	BT Labs


	pete.cordell@bt-sys.bt.co.uk


	+44 1473 646436





Call setup times for H.323 systems is a critical issue.  This proposal identifies two areas (H.245 setup delay and RAS timeouts) where steps within the existing framework of H.323 can be taken to minimise call setup times.


�autonumlgl ��H.245 Setup Delay Minimisation


When operating over networks that have long round trip times, minimisation of the number of signalling round trips is important to minimise the connection setup time.  This is especially true in the case of the Internet where round trip times of 500ms are not uncommon.  Additionally, TCP requires a minimum of one round trip to establish itself (a process that will incur a 6 second delay penalty if one of the packets gets lost).





Many messages are exchanged as part of the H.245 setup sequence.  When looking at the messages that need to be sent, one could be forgiven for assuming that a given message can only be sent when the previous message in the sequence has been fully processed.  However, many of the H.245 signalling entities function independently and many of the messages can be put in the same packet.





It is proposed that clarifying text to this effect be added to sections 8.2 and 8.3 (“Initial communication and capability exchange” & “Establishment of audiovisual communication”).  Text similar to the following is suggested.





“To reduce the number of message round trip times, multiple H.245 messages should be included within a single packet (This could be a single TPKT, or multiple TPKTs presented to the network layer in such a way that it enables a single network packet to be sent to the network.).  Therefore, as an example, both the TerminalCapabilitySet and MasterSlaveDetermination messages can be initially sent in the same H.245 TPKT.  





For subsequent messages, when no active MC is involved, the OpenLogicalChannel messages can be included in the same packet as the TerminalCapabilitySetAck and MasterSlaveDeterminationAck messages.  This results in 1 and a half round trip times for H.245 messaging.  





When the local endpoint contains an active MC, it should signal this in the MasterSlaveDetermination message.  On confirmation that the remote endpoint does not contain an active MC (which can be done on reception of the MasterSlaveDetermination message), the local endpoint may send TerminalCapabilityAck, MasterSlaveDeterminationAck, multipointConference indication, optionally MCLocation, terminalNumberAssign, CommunicationModeCommand and OpenLogicalChannel messages in a single packet.  This results in 1 and a half round trip times for H.245 messaging.





When the MasterSlaveDetermination procedure indicates that an active MC is present in the remote endpoint (which can be determined on the reception of the MasterSlaveDetermination message), the local endpoint may wait until it receives a CommunicationsModeCommand before opening any logical channels.  This will result in a best case of 2 round trip delays.





Note that when a local MC is initially not active, but decides to become active at connection time, the remote endpoint may assume that no MC will be active on the call and open logical channels without waiting for a CommunicationsModeCommand.   This may result in the remote endpoint having to close the logical channels that it initially attempted to open, and then open a new set of logical channels that conform to the CommunicationModeCommand specification.  This will delay the start-up procedure, resulting in a delay of approximately 2 and a half round trip times for H.245 messaging.





All H.245 messaging, including OpenLogicalChannel messages, can take place before the H.225 CONNECT message is sent.  However, unicast media shall not be sent until the H.225 CONNECT message has been exchanged.”





As a note, on IP running TCP an extra round trip time has to be allowed for the TCP SYN cycle. Combining this with the Q.931 messaging delays, with the H.245 address being returned in the ALERTING message (or CONNECT taking place immediately) (2 round trips), and half a round trip for the initial media packets to transfer across the network, this results in the above times being 5, 5½ and 6 round trip times respectively from the initiation to perceived connection (2.5, 2.75, and 3 seconds with 500ms round trip times).  From answering to perceived connection, these figures become 3½, 4 and 4½ round trip times respectively (1.75, 2, and 2.25 seconds with 500ms round trip time).





However, although these figures look bad, they are based on an assumption of a 500ms round trip time which is a bad case, and some of these signalling exchanges can take place while the far endpoint is ringing.





�autonumlgl �� Revision to RAS re-try timers


Currently in H.225, the retry times for the RAS messages are suitable for the Internet, but not suitable for an intranet environment which supports much shorter round trip times.  In worst case scenarios, perhaps requiring a re-registration, an ARQ and LRQ, multiple seconds will pass.  This will make a user think that the equipment is broken.





To be useful for both environments a retry strategy that allows for fast retransmission, while adapting to longer network delays is required.  Therefore it is proposed that a retry timer based on exponential back-off is adopted.





As guidance, it is proposed that an initial re-try timer of 200ms be used (approximately the longest period that should be imperceptable to a user) which is quadrupled each time a timer expires.  This results in re-try times of: 





	200ms, 800ms, 3.2s, 12.8s etc.  





A formula for such a scheme is:





	Tretry = T0 4n-1





where:


	Tretry is the retry timeout for the current period,


	T0 is the initial time out value, and


	n is the number of the current period, for n=1, 2, 3,...





Dithering of RAS messages has also been suggested.  Although conditions in which RAS messages may become synchronised are not clear, dithering is not a bad thing.





Adopting to network round trip times is also feasible.





Therefore, it is suggested that text similar to the following be added to H.225 section 8.19 (“RAS Timers”):





“To allow systems to be connected to networks that exhibit both short and long round trip times, an exponential backoff of RAS retry times should be used.  For each new message, it is recommended that an initial retry timeout value of 200ms be used, which is quadrupled each time the retry timer expires.   The recommended retry timer formula is:





	Tretry = T0 4n-1





where:


	Tretry is the retry timeout for the current period,


	T0 is the initial time out value, and


	n is the number of the current period, n=1, 2, 3,...





This results in the following retry sequence when T0 = 200ms, the number of retrys is 2 and message exchange is unsuccessful:





		Send message


		Wait 200ms


		Re-send message


		Wait 800ms


		Re-send message


		Wait 3.2 seconds


		Give up





Dithering of timeout values, and adapting timeout values to prevailing network conditions is also encouraged.





The only contraint on RAS message timeouts is that a minimum amount of time must elapse before an endpoint assumes that no response will occur.  This ensures that the remote endpoint has sufficent knowledge with which to calculate when to send a RIP message as a result of requests that result in long processing delays.  This value (T�minRIPwait) is 3 seconds.  Vendors should cater for the occasional loss of RIP messages in their retry strategy.”





END


