ANNEX 2


Draft addition to ANNEX 1.A of Recommendation F.700


Annex 1.A - Media Component Audio


A.1  Definition





The media component Audio allows for the capture and representation of information, its transfer from originating user(s) to destination user(s), its presentation to human user(s), processing, filing and retrieval.  Audio includes speech, usually transmitted in real time, i.e. at the speed at which it was produced and with a limited delay. 


A.2  Description


A.2.1  General description





In the media component Audio, a source produces an audio signal which then may be coded, compressed, stored and transmitted.  At the other end, the signal is decoded and presented to a human user. Depending upon the type of service, 4 levels of quality are defined:





A0  -  minimum sound quality, sufficient for understanding speech from various speakers; the quality should be at least as good as  that obtained with G.711 or G.728 codecs;





A1  -  7 kHz speech quality, at least equivalent to that of a G.722 codec operating at 48 kbit/s;





A2  -   15 kHz broadcast quality sound/speech, at least equivalent to that of a J.41 codec;





A3  -  20 kHz Hi-Fi or CD quality.





Option :  the sound may optionally be stereo, including two sound signals for the right and left ears (note that the two signals are not independent and that some coding schemes might use the redundancy to reduce the bit-rate). Level A3 usually entails multiple sound channels.








Note:





In general, the class of audio signals covers all types of audio signals generated by human beings, music instruments, machines, etc. Regarding the production scheme of such signals, only more generic compression schemes like PCM or the adaptive transform coding will be adequate for this task. 





On the other hand, when it is necessary to cope only with clean speech signals or speech signals plus background noise from a noisy environment, specific coding algorithms can be used taking into account the nature of the speech signal and applying the well known modeling methods. These algorithms allow lower bit-rates to be used but would not be adequate for other types of audio signals.





ITU-Standard�
Rates (kbps)�
Bandwidth�
Usage�
�
G.711�
(1977)�
PCM�
48, 56, 64�
3 kHz�
telephone, audiovisual terminal�
�
G.723.1�
(1995)�
�
5.3, 6.4�
3 kHz�
low bit-rate H.323 audiovisual terminal�
�
G.726�
(1990)�
ADPCM�
16, 24, 32, 40�
3 kHz�
telephone


�
�
G.727  �
(1990)�
ADPCM�
embedded coding variable rate :   16, 24, 32, 40�
3 kHz�
telephone


�
�
G.728�
(1992)�
LD-CELP�
16�
3 kHz�
videophone�
�
G.729  �
(1995)�
CS-ACELP�
8�
3 kHz�
mobile�
�
G.729 annex A�
(1996)�
reduced complexity�
8 �
3 kHz�
low bit-rate DSVD�
�
G.729 annex B�
(1996)�
CS-ACELP plus VAD�
�
�
V.70  DSVD�
�
G.722�
(1988)�
Sub band ADPCM�
48, 56, 64�
7 kHz�
audiovisual terminal�
�
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