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RSVP Summary Appendix for H.225.0�
Introduction





RSVP is a  QOS service that may be provided in the unreliable environment of IP-based packet networks.  RSVP enables endpoints to make reservations for a given set of QOS parameters.  In the absence of the QOS reservation (RSVP), the media traffic resorts to the standard ‘best effort’,  mechanism of delivery.





Some of the salient points of RSVP are as follows:





RSVP supports both uni/multicast environments


RSVP is tied to specific streams (i.e. specific transport address pairs)


RSVP adapts dynamically to changing group membership and routes


RSVP is uni-directional


		(although this models H.323 media channels, it is problematic in the end-end signalling)


RSVP is receiver oriented - the recipient of the media stream makes the reservation (scaleable)


RSVP is soft-state based, provides for route changes, and ungraceful ‘drop-offs’





RSVP Background





In the following description, the high level usage of RSVP in a simple H.323 conference will be outlined.
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Figure 1





In figure 1 above endpoint A is sending a media stream to endpoint B (i.e. has a logical channel opened to B).  Endpoint A would cause Path messages to be sent out to  B.  These Path messages go through routers and leave ‘state’ on their way tracing towards B. Path messages contain the complete source and destination addresses of the stream and a characterization of the traffic that the source will send. Endpoint B would use the information from the Path to make the Reserve request for the full length of the path. Reserve messages contain the actual reservation and will generally be the same as the traffic specification in the Path message.  Note that B would send a related Path message to A, upon receiving an OpenLogicalChannel , from A;  A could then make the Reserve request in the reverse direction upon receiving an OpenLogicalChannel from B.
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Figure 2








In figure 2 above,  a multipoint conference is shown.  The Path messages are utilized in the same manner as the simpler point to point case.  It should be noted that the Reserve requests  are aggregated by the routers and keep redundant requests from occurring upstream.  





Path messages must contain the complete destination/ source addresses and a traffic specification, Path messages may be sent after the H.245 capabilities negotiation and OpenLogicalChannel for the particular media stream.  The reservation may be released after the CloseLogicalChannel using the RSVP Teardown messages.





In order to provide an end to end QOS service in a typical LAN environment,  RSVP may have a policy component such as that  supplied by SBM (Subnet Bandwidth Management) �.  RSVP is the reservation and guarantee portion on point-to-point links.  SBM is the protocol independent, policy and admission control for shared media (e.g. Ethernet).  This policy component may be used at both at the overall call level, and for incremental media streams (logical channels).  After the policy for high level call admission, and  individual stream admission has been completed , the resources can be reserved via RSVP. In order for H.323 to work in this environment (or any externally supplied QOS environment), both gatekeeper-endpoint and endpoint-endpoint coordination must be signaled.  SBM signaling is controlled completely from within RSVP messages.





The Gatekeeper shall continue to be the permissioning agent for H.323 call signaling.  The bandwidth parameter that is contained in the ARQ is but one piece of information that the Gatekeeper may utilize when permissioning the call.  In addition, on a shared access medium such as Ethernet, the bandwidth in the ARQ essentially provides a QOS to all other applications except for H.323 applications.   That is, the intent is to ensure that H.323 traffic does not adversely affect other traffic.


QOS Support for H.323 


There are essentially two issues that concerning peer H.323 entities  supporting varied QOS services on any transport. Each endpoint must be able to signal to its Gatekeeper that a transport level QOS mechanism is being utilized/requested for this particular call.  Any call permissioning should be coordinated.  





The second point, for H.323/QOS support is that both (or all, in a multipoint case)  endpoints must be able to signal the other that they should attempt QOS associated with media streams with each other  (i.e. on a particular logical channel).  The media streams of the same type (e.g.  video or audio)  in opposite directions will be considered logically associated by system users.  (For example; users of  telephone expect to send and hear the same level of speech quality) Additionally, some QOS services (RSVP being one) require a coordinated effort on behalf of the source and the destination to achieve the desired QOS (Path/Reserve messages)





Example: RSVP Support in LAN environment





If the lower level transport stack detects that there is an QOS/SBM Server which will set policy for this endpoint - it should signal this to its gatekeeper by setting the transportQOS field in the RRQ.  





Gatekeepers will have to interpret the transportQOS field (if present in the RRQ) to see if it indicates whether the client is under the control of  SBM or not.  Depending on this field it will need to make its policy decision on whether or not to allow the H.323 call to complete.  This will allow Gatekeepers to flexibly interoperate in all cases (H.323 endpoints with/without QOS client code, or in the presence/absence of an active QOS services).  This also allows Gatekeepers to have not direct interactions with QOS services (if they do not want to).





In terms of algorithms Gatekeeper and QOS services may operate in the following manner:





(This assumes that the Gatekeeper is making a permissioning decision based upon bandwidth values.  Further this allows for an admission policy to be logically located in a single entity - which may ease administrative burden)





Assume an overall Realtime network bandwidth limit of RTB


Assume a H.323 bandwidth network limit of 	323BW  (where 323BW <= RTB)


An QOS/SBM enable client needs bandwidth of    X


A non-SBM enabled client needs bandwidth of  Y





Gatekeeper - 





Set 323BW = 323BW - X          (always permit call to occur, it may be blocked by QOS/SBM services)


Set 323BW = 323BW - Y          (only permit call to occur if 323BW >= 0)





QOS Service -





Set RTB = RTB-X	        (only permit call/stream to occur if RTB >= 0)





Note that if there are non-QOS enabled clients operating in an environment with Q
