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The purpose of this contribution is to introduce a small enhancement in the video coding recommendation H.263 which will lead to much better video quality on packet oriented networks with noticeable packet loss rates. Since this enhancement makes both changes in H.263 and the H.245 recommendations necessary, and only packet oriented transmission schemes –H.323 as well as ATM– will benefit from this changes, the contribution is presented in SG16 Q12/13 first; we will also contribute it to the LBC-group if the experts of Q12/13 find this contribution valuable.





1. Problem description:





When using larger LANs with routers, intranets or the Internet for packet oriented multimedia communication, packet losses are quite likely. Simulation at Technical University of Berlin have shown, that packet loss rates of up to 50% can occur on heavily loaded, but well administered LANs. Similar packet losses are also likely on the Internet or intranets.


In the H.323-world, video data is transmitted by sending RTP packets; usually, each RTP packet will contain one H.261/H.263 GOB. Due to the reduction of temporal redundancy in H.26x by using Inter Frame Prediction, even the loss of one video RTP packet will result either in bad picture quality for the following pictures (up to the next I-frame) or in stopping of the whole motion picture series. Packet loss rates of more than 10% will result in de facto still image transmission or, if decoding continuous on corrupted data, blocking artifacts, etc.





2. Solution: Redundancy Coding for video packets





During the Boulder meeting is was agreed, that redundancy coding of the audio signal seems to be a valuable extension of the H.323 standard family. In this proposal, a method for redundancy coding for video signals is presented, which will lead to much better results in case of packet losses.





2. 1. Basic Idea:





Usually, a H.263/H.263 data stream consists of a sequence of P-frames; this makes it necessary to have the completely decoded frame (t-1) ready for decoding frame (t). If parts of the frame (t-1) cannot being decoded e. g. because of packet loss, the complete frame sequence is corrupted and has to be reinitialized by sending an I-frame. Our idea is, to send more than one independent, but short frame sequences of e.g. 5 frames (for more sophisticated systems, the length of such a frame sequence could be adaptively adjusted according to the network characteristics). For a frame sequence length of 5 frames, 2 frame sequences and full frame rate (30 fps in US) the temporal relationship of the frames is as follows:








������	FP1		FP3		FP5		FP7		FP9		Seq. 1


��FS											FSn


����		FP2		FP4		FP6		FP8		FP10	Seq. 2





Assume, that FS is a correctly transmitted frame. The first frame coded after FS will be transmitted as the first P-frame of sequence 1, which depends only on FS. The next frame is transmitted as the first P-frame of sequence 2 (FP2). Later on, the "odd" Frames of sequence 1 depend only on their predecessor; similar for sequence two. This scheme can be easily adopted to n sequences of length m.


At the end of the sequences, one sequence without any packet loss will be chosen by an undefined algorithm to form the next FS-frame FSn (in so far, the two most right arrows are alternatives).





In case of a packet loss, it will occur either in sequence 1 or in sequence 2. In such a case, all further decoding of the sequence in which the packet loss has occurred will be stopped by the decoder. So, the frame rate will drop to the half, but there will be still a moving picture and, more important, at the end of the uncorrupted sequence a new FS-frame which will be the start point for two (or more) new sequences. If a feedback mechanism would be provided (probably only useful in case of point to point communication), allocated bandwidth of the dropped sequence can be reallocated to the non corrupted sequences.





�							higher bandwidth due to reallocation


							of bandwidth from Seq. 2 (dropped)





������	FP1		FP3		FP5		FP7		FP9		Seq. 1


�FS											FSn


��		FP2		FP4		decoding of Seq.2 stopped		Seq. 2


�


	packet loss occurred here





In case of packet losses in both sequences, we are in the same situation as we would be without redundancy coding.





2. 2. Impact on video coding quality





The described changes in the H.263/H.261 coding algorithms will have negative impact in the overall coding quality of the data stream, because of the added redundancy (obviously only in case of no packet losses). The reason for added redundancy is, that the typical changes in the sequences which have to be coded and transmitted are larger than with only one sequence (algorithm as is today), because the picture intervals of the frames depending on each other are higher (twice as high for two sequences, three times as high for three sequences and so on).





A simulation model of the described 2 sequence / 5 frames per sequence model, which was used as an example above, was implemented at TU Berlin. The TELENOR H.263 coder was modified to generate sequences and our own implementation of a H.263 decoder was used for decoding this sequences. At a fixed bitrate of 110 kbit/s and a fixed frame rate of 30 fps the data stream „Deadline“ was used to check the effectiveness of the algorithm.





For non subjective quality testing, the tool PQS was used [1]. PQS checks a b/w still picture of 256 by 256 pixel for various quality aspects and assigns a number from 1 to 5; 5 means excellent quality (no visible distortion; 1 means very bad picture quality; say JPEG, compression 1:100). Average results were about 2.3 for usual coding and 2.1 for the described redundancy coding.





We decided to run further tests to find out the amount of additional bandwidth, which is necessary to get the same results in terms of quality as without redundancy coding. It turned out, that about 20% additional bandwidth is necessary for the described model. We think, that for packet oriented networks with chances of packet losses, this additional bandwidth is acceptable. Our assumption is, that resynchronization by sending I-frames after packet losses will lead to much higher bandwidth demands for a given frame rate and quality. As noted above, the number and the length of the sequences can be adaptively adjusted to the network/connection characteristics; so the demand for additional bandwidth can be kept as low as possible for a given situation by more sophisticated systems.





2.3. Implementation aspects in the Video Codecs / necessary changes in H.26x





Obviously, the implementation of the described method of video redundancy coding makes substantial changes in the video coding/decoding algorithms necessary. If the group find the proposed method useful, we volunteer to propose a more detailed contribution to this group as well as to the LBC group reflecting the necessary changes. The following changes can be seen as a incomplete list of the most important items:





Both coder and decoder have to support storage for n reference frames, when n is the number of sequences to be supported. A buffer switch algorithm has to be implemented. For hardware based codecs, this means a higher amount of RAM and consequently higher HW cost.


In H.261/H.263 mechanisms have to be installed, which allow this buffer changing. Our assumption is, that during capability exchange of the involved terminals, the usage of the redundancy video coding algorithm has to be negotiated. It seems to be difficult or impossible, to make this mechanism completely upward compatible without informing the decoder of the number of sequences and their length. Probably a new attribute bit in the PSC indicating the usage of redundancy video coding plus the usage of PEI/PSPARE for transmitting the number of sequences and their length would be sufficient.


[In the simulation model, we have implemented the algorithm without much thinking about upward compatibility; so, the simulation decoder can no more accept standard compliant H.263 data streams.]





3. Changes in H.323/H.245/H.225.0





A few changes seem to be required to H.245 which are briefly sketched in the following:





Provision of a new code point for indicating redundant H.263 encoding capabilities.


One parameter of this would be the maximum number of parallel sequences supported per H.263 data stream.


The same parameters have to be provided for the OpenLogicalChannel and CommunicationModeCommands, etc.


Possible inclusion of a feedback mechanism to in
