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Introduction



Current work on H.263+ in defining scalable bitsreams requires a signaling method in H.245, for exchanging capabilities as well as indicating dependency characteristics of scalable bitstreams. The scalability of a video bitstream refers to the generation of a bit stream by a video encoder, that may, at the discretion of the decoder, be decoded only in part to optimize local computing resources and available bandwidth.



A scalable H.263 bitstream includes a “base” layer bitstream and one or more “enhancement” layer bitstreams. The base layer may be decoded without any enhancement layer information to produce a video image. Enhancement layers cannot be decoded on their own to produce a video image, and are therefore dependent on the availability of another layer. Signaling is proposed in section 1.2 to indicate this relationship when opening a logical channel.



The availability of enhancement layer information in the decoder produces a video image with improved quality. The proposed H.245 syntax supports enhancement layers that increase the picture quality signal-to-noise-ratio (snrEnhancement) and spatial resolution (spatialEnhancement). Syntax is also included that improves the temporal quality by backward predicted frames (bframeEnhancement).



See the appendix of this document for a more detailed presentation of video scalability.

H.245 Extensions in support of layered H.263 codecs

The new H.263 codepoints for video enhancement layers are used in the same manner as existing codepoints. During capability exchange, these new codepoints use the structures of CapabilityDescriptor and CapabilityTable, to signal the receiver’s or transmitter’s capability to support base and associated enhancement layers with the H.324 session. Simultaneous H.263+ enhancement functionality is signaled in the same way that base H.263 is signaled currently. During channel establishment, an OpenLogicalChannel message uses the new codepoints to signal the type of video information intended to be transmitted on the logical channel being established.

Capability Extensions

Three new codepoints are proposed in the H.263Capability message:



snrEnhancement


spat
ialEnhancement

bframeEnhancement



All three enhancement layer extensions are of type EnhancementLayerOptions (bframe enhancement includes one additional parameter) and are OPTIONAL parameters. The presence of one of these enhancement structures indicates an enhancement layer capability. A single H263Capability structure including any enhancement layer capability signaling, indicates what may be contained within a single “stream” or logical channel.The number of EnhancementLayerOptions structures signaled in the SETSIZE operator indicates the number of that specific enhancement layer streams contained in the complete logical channel stream. The presence of any extension root parameter settings signals the base layer options. This use of H.245 is equivalent and compatible with current H.324 implementations.



All extension root H.263Capability parameters apply only to a base video channel with the exception of the maxBitRate parameter. This parameter shall signal the combined bitrate of the entire logical channel (including any enhancement layers).



In addition to EnhancementLayerOptions, bframeEnhancement includes an INTEGER type that indicates the number of B-frames per P-frames in the bit straem.



The new proposed H.245 capability syntax is listed below:





H263VideoCapability	::=SEQUENCE

{

	sqcifMPI	INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	qcifMPI		INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	cifMPI		INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	cif4MPI 		INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	cif16MPI	INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	maxBitRate	INTEGER (1..192400),             -- units 100 bit/s

	unrestrictedVector	BOOLEAN,

	arithmeticCoding	BOOLEAN,

	advancedPrediction	BOOLEAN,

	pbFrames	BOOLEAN,

	temporalSpatialTradeOffCapability	BOOLEAN,

	hrd-B		INTEGER (0..524287) OPTIONAL,  -- units 128 bits

	bppMaxKb	INTEGER (0..65535) OPTIONAL,    -- units 1024 bits

	...,



	slowSqcifMPI	INTEGER (1..3600) OPTIONAL,   -- units seconds/frame

	slowQcifMPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	slowCifMPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	slowCif4MPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	slowCif16MPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	errorCompensation	BOOLEAN,

	snrEnhancement	SET SIZE(1..16) OF EnhancementOptions OPTIONAL,


	spat
ialEnhancement	SET SIZE(1..16) OF EnhancementOptions OPTIONAL,

	bframeEnhancement	SET SIZE(1..16) OF 

			                                                                    bparams        SEQUENCE

		          	     {

			                         	     EnhancementOptions,

			                         	     numberOfBFrames  INTEGER(1..64)

			                         	    }  OPTIONAL,

				

}



EnhancementOptions	::=SEQUENCE

{

	sqcifMPI	INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	qcifMPI		INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	cifMPI		INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	cif4MPI 		INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	cif16MPI	INTEGER (1..32) OPTIONAL,  -- units 1/29.97 Hz

	maxBitRate	INTEGER (1..192400),             -- units 100 bit/s

	unrestrictedVector	BOOLEAN,

	arithmeticCoding	BOOLEAN,

	temporalSpatialTradeOffCapability	BOOLEAN,

	slowSqcifMPI	INTEGER (1..3600) OPTIONAL,  -- units econds/frame

	slowQcifMPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	slowCifMPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	slowCif4MPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	slowCif16MPI	INTEGER (1..3600) OPTIONAL,   --units seconds/frame

	errorCompensation	BOOLEAN,



…

}



	

�

Examples of H263Capability structure settings

To clarify the usage of these new parameters, a number of examples is given in Table 1.



Example # 1: This signals a simple H.263 base video capability at 10 frames/s, maximum bitrate of 20k bps with no options.



Example # 2: These parameters settings signal the capability of a lo
gical channel stream with a spat
ial enhancement layer at qcif resolution, 10 frames/s at a maximum bitrate of 5kbps and no other options set.



Example # 3: These parameters settings signal the capability of a logical channel stream with a snr enhancement layer at sqcif resolution, 10 frames/s at a maximum bitrate of 5kbps and no other options set.



Example # 4: These parameters settings signal the capability of a logical channel stream with a three enhancment layers. Two snr enhancement layers, one at sqcif the other a qcif, at 10 frames/s and no other 
options set and the other a spat
ial enhancement layer at cif resolution, 10 frames/s and no other options set;  all three combined at a maximum bitrate of 15kbps.



Example # 5: These parameters settings signal the capability of a logical channel stream with a three enhancment layers and a base layer at a maximum bitrat
e of 25kbps. The base layer in 
qcif with no options. In addition the terminal is capable o
f one snr enhancement layer at 
qcif, 10 frames/s and no other options s
et, one snr enhancement layer at
 
cif resolution, 10 frames/s with
 no other options set and a spat
ial enhancement layer at cif resolution, 10 frames/s and no other options set.







��Examples��H263Capability parameter��1�2�3�4�5��sqcifMPI��3�NP�NP�NP���
NP
����qcifMPI��NP�NP�NP�NP���
3
����cifMPI��NP�NP�NP�NP���NP����cif4MPI��NP�NP�NP�NP���NP����cif16MPI	��NP�NP�NP�NP���NP����maxBitRate	��200�50�50�150���250����unrestrictedVector��F�F�F�F���F����arithmeticCoding��F�F�F�F���F����advancedPrediction��F�F�F�F���F����pbFrames��F�F�F�F���F����
temporalSpat
ialTradeOffCap�F�F�F�F���F ����hrd-B��NP�NP�NP�NP���NP����bppMaxKb��NP�NP�NP�NP���NP����slowSqcifMPI��NP�NP�NP�NP���NP����slowQcifMPI��NP�NP�NP�NP���NP����slowCifMPI��NP�NP�NP�NP���NP����slowCif4MPI��NP�NP�NP�NP���NP����slowCif16MPI��NP�NP�NP�NP���NP����errorCompensation��NP�NP�NP�NP� ��NP����SET OF (EnhancementOptions*) =�NP�NP�1�1         2 ��1         2���snrEnhancement�sqcifMPI���3�3�NP��
NP
�NP����qcifMPI���NP�NP�3��
3
�
NP
����cifMPI���NP�NP�NP��NP�
3
����cif4MPI���NP�NP�NP��NP�NP����cif16MPI	���NP�NP�NP��NP�NP����maxbitrate���50�50�50��50�50���SET OF (EnhancementOptions*) =�NP�1�NP�NP�NP�1 �NP�NP�1��
spat
ialEnhancement�sqcifMPI��NP����NP���NP���qcifMPI��3����NP���NP���cifMPI��NP����3���3���cif4MPI��NP����NP���NP���cif16MPI	��NP����NP���NP���maxbitrate��50����50���50��SET OF (EnhancementOptions*) =�NP�NP�NP�NP�NP�NP�����bframeEnhancement�sqcifMPI������������qcifMPI������������cifMPI������������cif4MPI������������cif16MPI	������������maxbitrate�����������

NP = Not Present, T =TRUE, F = FALSE

*other options below “maxbitrate” in the EnhancementOptions structure not shown



Table 1. Enhancement Layer H.245 parameter setting examples.



	

		 

Additional Capability Semantics for H.245



In 7.2.2.5:



When present, snrEnhancement indicates the presence of an snr enhancement layer capability. The set size indicates the number of snrEnhancement layers the terminal is capable of supporting within a single logical channel.



When present, spatialEnhancement indicates the presence of an spatial enhancement layer capability. The set size indicates the number of spatialEnhancement layers the terminal is capable of supporting within a single logical channel. 



When present, bframeEnhancement indicates the presence of an bframe enhancement layer capability. The set size indicates the number of bframeEnhancement layers the terminal is capable of supporting within a single logical channel.



numberOfBframes indicates the number of bframes the terminal is capable support per enhancement layer as specified in EnhancementOptions.





Open Logical Channel Additions for Layered Codecs

In support of layered codecs, in which the base channel is augmented by a number of enhancement layer channels which may depend on another base or enhancement layer for proper codec processing, a two new codepoints are proposed in the H.245 OpenLogicalChannel message. These new optional codepoints,  “forwardLogicalChannelDependency” and “reverseLogicalChannelDependency” are added to the OpenLogicalChannel message to signal to the receiver that the channel being opened is dependent on another already established logical channel. Both parameters are of type LogicalChannelNumber and signal the logical channel number on which the requested channel depends on. 

As logical channel assignment in H.324 is dynamically allocated, dependent channels may only be established after a lower layer channel establishment is completed. If an OpenlogicalChannel message is received with a dependency reference to a non-existing channel, the terminal shall respond with an OpenLogicalChannelReject with the reason code invalidDependentChannel.

Dependent channels shall use the bi-directional procedures for opening channels. The out-going SDL may use the nullData parameter in the reverse direction. If the nullData parameter is used, the reverseLogicalChannelDependency shall not be present. If the receiver of an OpenLogicalChannel message (the incoming SDL), wishes to utilize the reverse channel for a dependent channel, it shall reject the request with cause equal to unsuitableReverseParameters, and shall immediately initiate procedures to establish a bi-directional logical channel as requested by the remote terminal, in which the reverse parameters, including the reverseLogicalChannelDependency are identical to the forward parameters of the remote terminal's failed request, and with forward parameters that the terminal can support and which the remote terminal is known to be able to support.



If no dependencies exist (i.e. The channel being opened is a base layer channel), the optional forward/reverseLogicalChannelDependency parameters shall not be present.

OpenLogicalChannel	::=SEQUENCE

{

	forwardLogicalChannelNumber	LogicalChannelNumber,



	forwardLogicalChannelParameters	SEQUENCE

	{

		portNumber	INTEGER (0..65535) OPTIONAL,

		dataType	DataType,

		multiplexParameters	CHOICE

		{

			h222LogicalChannelParameters	H222LogicalChannelParameters,

			h223LogicalChannelParameters	H223LogicalChannelParameters,

			v76LogicalChannelParameters           V76LogicalChannelParameters,

			...,

			h2250LogicalChannelParameters       H2250LogicalChannelParameters,

			h223AnnexALogicalChannelParameters H223AnnexALogicalChannelParameters

		},

		...

		forwardLogicalChannelDependency	LogicalChannelNumbe OPTIONAL

	},



	-- Used to specify the reverse channel for bi-directional open request



	reverseLogicalChannelParameters	SEQUENCE

	{

		dataType	DataType,

		multiplexParameters	CHOICE

		{

			-- H.222 parameters are never present in reverse direction

			h223LogicalChannelParameters	H223LogicalChannelParameters,

			v76LogicalChannelParameters	V76LogicalChannelParameters,

			...,

			h2250LogicalChannelParameters       H2250LogicalChannelParameters,

			h223AnnexALogicalChannelParameters H223AnnexALogicalChannelParameters



		} OPTIONAL,	-- Not present for H.222

		...

	} OPTIONAL,	-- Not present for uni-directional channel request

	...,

	separateStack	NetworkAccessParameters OPTIONAL,

       reverseLogicalChannelDependency	LogicalChannelNumber OPTIONAL



}



 

OpenLogicalChannelReject	::=SEQUENCE

{

	forwardLogicalChannelNumber	LogicalChannelNumber,

	cause		CHOICE

	{

		unspecified	NULL,

		unsuitableReverseParameters	NULL,

		dataTypeNotSupported	NULL,

		dataTypeNotAvailable	NULL,

		unknownDataType	NULL,

		dataTypeALCombinationNotSupported	NULL,

		...,

		multicastChannelNotAllowed	NULL,

		insufficientBandwidth	NULL,

		separateStackEstablishmentFailed	NULL,

		invalidSessionID	NULL,

		invalidDependentChannel	NULL

	},

	...

}



Additional Open Logical Channel Semantics for H.245



In section 7.3.1:



forwardLogicalChannelDependency indicates which logical channel number the forward channel to be opened is dependent on.



reverseLogicalChannelDependency indicates which logical channel number the reverse channel to be opened is dependent on.



In section 7.3.3/TABLE 7:



invalidDependentChannel  



text: The terminal was not capable of opening a forward channel as specified due to the absence of the dependent logical channel.

�





 Appendix I. Video Scalability

Introduction

Recent contributions and work in Question 2/15 has resulted in a proposed Annex to H.263 to be conditionally accepted, pending verification of results. The proposed annex gives a framework for scalability modes to H.263. This can be used to allow for layer video coding in H.324. Sessions can take advantage of this feature to service connected terminals that have different capabilities, using on bitstream. This will allow more efficient use of network bandwidth. 



Scalability Methods

Scalability of a video stream refers to the generation of a stream that may only be decoded in part due to limitations of available resources. Scaleability may be desired to overcome limitations of available computing power, or to accommodate bandwidth limitations.



The proposed annex to H.263, part of what is to be called H.263 +, describes three types of scaling: Temporal, Signal to Noise Ratio (SNR), and Spatial. These are described briefly in the following sections. All of these methods can be used separately, or together to create a multi-layer scaleable bit stream. The size, frame rate, and quality of the image can only increase by adding scaling layers. The base layer can be used to guarantee a minimum level of image quality. Terminals can then use additional resources to add image quality.



Temporal Scaling

Temporal scaling is achieved by the addition of bi-direction predicted frames or B-frames to H.263. The algorithm currently employs I-frames, P-frames, and PB-frames. P-frames are predicted from previous decoded frames. B-frames differ because they are predicted from either, or both, previous and subsequent reconstructed frames. They are not used for the prediction of any other frames. This is significant because they can be discarded from the decoding without any effect on future decoding. This can create temporal scaling by skipping frames when resources are limited.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �1� - Example of B-frames

SNR Scaling

H.263 coding is ‘lossy’ because it introduces artifacts or small errors in the reconstructed images. These errors are  lost because they are discarded at the encoder. In SNR scaling, the error is coded and sent separately as an enhancement layer. When this enhancement layer is added to the base layer, a better quality image results. If the enhancement image is based solely on the base layer it is referred to as an “EI-frame’. It is possible to create a encoded frame that is at the enhancement layer that is based on the previous EI-frame and the current base frame. This is called a EP-frame. Lastly, it is possible to add B-frames as described in temporal scaling to the enhancement layer. If they are based solely on EI or EP-frames, then they effectively make the enhancement layer a higher frame rate than the base layer. If the base layer contains a B-frame, the corresponding enhancement layer frame must also be a B-frame, since the base frame may be discarded.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �2� - Example of SNR Scalability

Spatial Scaling

Spatial scaling also employs the concept of a base layer, and an enhancement layer that creates a higher quality image. The main difference from SNR scaling is that Spatial scaling uses a base layer that is a downsampled version of the enhancement layer. This means that the base layer has smaller image height and width, than the combined base and enhancement layers. This method can be used to create EI-frames that are the encoded differences from the original frame and the base I-frame that has been expanded back to original dimensions. This expansion is done using an interpolation factor of either 1X. 1.5x, or 2X. An interpolation filter is described for the image expansion. Spatial scaling enhancement layers can also contain B-frames.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �3� Example of Spatial Scalability

Combination of layers

The methods described above can be combined to create efficient layering models. An example is shown in  � REF _Ref371406844 \* MERGEFORMAT �Figure 4� below.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �4� Example of three layer scalable bit stream

Transmission model

In the model where the a session contains terminals that have different processing capabilities, the layering will need to be tuned to match these processing levels. This can be done by using two possible models. The proposed additional H.245 syntax supports both transmission models.



H.263 layering on separate logical channels

Transmission of base and enhancement layers can be accomplished on separate logical channels as illustrated in � REF _Ref374442523 \* MERGEFORMAT �Figure 5� below.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �5� - Terminals attach to one or more logical channels according to processing resouces

In this case, the terminal opens separate logical channels for the base layer of video and the enhancement layers up to the total processing capability of the terminal. Each enhancement layer is on a separate logical channel. The decoding terminal is burdened with recombination of the enhancement layers with the base layer to create the video stream. The encoding terminal must have capability for the combined processing of all streams it sources.



H.263 layering combined on logical channels

In this case, the terminal connects only to the stream that corresponds to the processing resources it has available. This stream has all layers that build the video stream. This method eliminates the burden from the terminals to recombine the video, but burdens the sender/encoder with producing several video streams. This is a less efficient use of network resources, since enhancement layers include all lower layers. This transmission model is shown in � REF _Ref374442542 \* MERGEFORMAT �Figure 6� below in which the H.324 system has opened a single logical channel which combines a base layer and 2 enhancement layer information streams.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �6� - Terminals attach to single channel according to processing resources
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