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Abstract





In the current H.323 recommendations, there are two ways for a client to locate the gatekeeper (i.e. determine its transport address and gatekeeperIdentifier): it can use broadcast (or multicast), or it can use some private configuration (via non H.323 means). These methods are similar to those originally used in the Internet to locate hosts, and experience there suggests that they do not scale very well to large numbers of clients or gatekeepers. It is difficult to configure individually large numbers of clients, and it is difficult to manage and locate large numbers of gatekeepers via multicast or broadcast.





This proposal explains how an H.323 system that operates within an IP environment can use the DNS (domain name system) to locate gatekeepers in a flexible and scaleable manner. It works for H.323 endpoints or gatekeepers which use a RFC822-compliant address (“email-like addresses”) or RFC1783-compliant address (a “URL”) as an identifier. Two methods are proposed. One method uses powerful but new infrastructure for service location, and the second uses infrastructure that exists today in every DNS client and server. The two methods can coexist, and a method is proposed for writing code that is forward-compatible so that it will automatically use the new infrastructure as it becomes available.





It is proposed that the explanation of these methods become part of an appendix to H.225.0


�
If one wishes to deploy an H.323 system beyond the confines of single LAN, for an environment of a large number of endpoints, the ability to find gatekeepers is very important. Within H.323, at present, an endpoint can find a gatekeeper either via broadcasting or multicasting the GRQ message, or by some non H.323 configuration procedure. In the model where an endpoint must always contact its own gatekeeper to originate or receive a call, it is very restrictive to assume that the gatekeeper will always sit on the same LAN as an endpoint, and in this case broadcasting to find the gatekeeper can be problematic. And separate configuration of each endpoint implies a large adminstrative overhead. In the model where an endpoint may need to contact a remote gatekeeper to place a call, it is particularly important to have a method for locating Gatekeepers which scales to large numbers of endpoints and Gatekeepers.





This note presents two simple methods for locating Gatekeepers in an IP environment. It can be used if either the gatekeeperIdentifier or the terminal endpoint identifier is RFC822 compliant (i.e. “looks like” an email address). There is nothing inherent in the Internet Protocol which enables these methods; rather, we use the Domain Name System (DNS), which is infrastructure which is extremely widely deployed throughout the Internet, and which in fact was invented to solve a similar problem of providing a scaleable distributed mapping between host names and IP numbers. We propose two methods because the more sophisticated one relies on a new addition to the DNS which is not yet widespread; we propose a simpler method which can be used immediately anywhere where DNS is deployed, and can be made forward compatible, so that the second method will automatically be used wherever possible.





This note assumes basic familiarity with DNS. See [DNS] for further details. Also,


certain details will be left to a particular implementation. It is not the purpose of this section to force all implementations to share identical semantics; rather it is to indicate how existing DNS infrastructure can be used to solve an important problem for large H.323 systems.





A URL for Gatekeepers





As a first step, we note that a gatekeeper is identified by a transport address and a gatekeeperIdentifier, which is a string. A gatekeeper is a particular resource on the internet, so it is reasonable to specify it in a Uniform Resource Locator (URL)[URL]. The protocol spoken by the gatekeeper is RAS. We suggest, therefore, that the URL for a gatekeeper be given by:





ras://gkID@domainname





gkID is the gatekeeperIdentifier, and domainname is a DNS domain name which identifies the gatekeeper’s domain. Note that this is not necessarily a fully qualified domain name (FQDN) with an A record - it is not required that this domain name has a physical transport interface with an IP number recorded in the DNS. If it is a FQDN, however, it is reasonable to insist that its IP number is that of the gatekeeper to which the URL refers. In this case, it is allowed to add an optional port number to the URL:





ras://gkID@domainname:port_no.





If no port number is given, then the well known value of 1719 (from section 16.1.1 of H.225.0) is taken as a default.





The more interesting case is when this is not an FQDN, and then the domain name does not refer to a transport address listed in the DNS. The domain name then can refer to a pure “gatekeeper zone of authority.” The next section explains how to find the gatekeeper in this case.





2. Finding the URL





The URL does not solve the problem of locating the gatekeeper, it just gives us a standard format for the information we wish to find. It allows us to state our problem precisely as follows:





Problem: Given the domain name of a gatekeeper, produce a transport address and gatekeeperIdentifier for RAS signalling. 





If the gatekeeper has an RFC822-compliant identifier, it is easy to extract a domain name from the RFC822-compliant identifier of a gatekeeper. In fact, it may be convenient to give RFC822-compliant identifiers to endpoints, and then to stipulate that the domain name part of the identifier refers to the gatekeeper domain.





2.1 The SVR Resource Record Query





Our first solution uses the fact that the gatekeeper is basically a system service, and in [SVR] it is explained how the transport address of a named system service can be extracted from DNS by using a query for a new type of DNS Resource Record, called SVR (for “service location record”). We propose to register with IANA the name “ras” for the gatekeeper service of H323. Given a domain name, the new SVR record query will return the transport address of the ras server for that domain. The domain name itself, or one returned in the SVR response, is used as the gatekeeperIdentifier.





This is a simple solution to our problem which will soon be standard. The only problem is that almost no current DNS client or server implementations support the SVR resource record yet. Unless the DNS client knows about the SVR resource record type, it is not possible for it to pass on queries for this resource record. Until this support becomes widespread, there is a reasonable chance that the SVR query will fail.  











The TXT record query





All current DNS implementations support the TXT resource record. Basically this is some free text that can be returned for each domain name. It is possible to store many TXT resources for a single domain. The standard stipulates that all TXT records will be returned when a query is made for them.





Our proposal is to use TXT queries if the SVR queries fail. We use the same convention for extracting a domain name from a domain name that was suggested above. Either rfc822 compliant strings (email “-like” names) or rfc 1768 compliant strings ( URLs) can be used for gatekeeperIdentifiers. In either case the domain name is used to make a DNS TXT query  for the domain name. The returned resource records are lines of free text, and the terminal will then look for lines in the response of the form:





ras		ras://gkID@server:port_no.		x





In these lines, the ‘server’ can be either a domain name, or an ip number. The port_no is a port number. The ‘x’ at the end of the line is a number which gives the priority of the particular server. 





The client parses the returned lines, and from them obtain the transport address of  the gatekeeper within that domain to which it can send RAS messages.





This system can be implemented now, takes no more resources than the proposed standard, and in fact causes no conflicts with existing applications. Not only are text records not widely used, but it is highly unlikely that any existing text record has precisely the form outlined above. The fact that DNS requires a server to return all TXT records associated with a domain name means that the client can filter out and process only those records which are useful to it. It also allows DNS to return an ordered list of gatekeepers which can serve as alternatives and backups.





Note that the server returned in such a query might be an actual transport address in dotted decimal notation, or it could be an FQDN which itself requires an A record query in DNS to determine the transport address. The advantage of using an FQDN is the usual hiding of actual ip numbers. The advantage of using IP numbers is that a second DNS query is avoided, thus speeding up this pre-call setup time.





Summary





We have presented a scaleable and flexible system for naming gatekeepers with identifiers that look like email addresses or are URLs, and for leveraging the existing and future DNS infrastructure to locate these gatekeepers throughout an Internet. Examples of useful gatekeeper identifiers that can be constructed within the system are:





gatekeeper@mycom.com


ras://mycom.com/gatekeeper


admissions@mycom.com


bandwith-manager@mycom.com


ras:// executive-gatekeeper@123.23.12.1:3000
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