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0
.
	Scope



This document describes enhancements within the framework of the ITU H.323 specification, to incorporate the layered codecs recently accepted for future inclusion in H.263+. The described scheme is scaleable for multi-point conferences.


1
.
	Introduction



Recent work 
has resulted in an Annex to H.263 to be created. The annex gives a framework for adding scalability modes to H.263. This can be used to allow for layer
ed
 video coding in H.323. Conferences can take advantage of this feature to service connected terminals that have different capabilities, using one bitstream. This will allow more efficient use of network bandwidth.



The H.263 scalability methods are described in Annexes to H.263.


2
.
	
Scalability
 Methods



Scalability of a video stream refers to the generation of a stream that may only be decoded in part due to limitatio
ns of available resources. Scal
ability may be desired to overcome limitations of available computing power, or to accommodate bandwidth limitations.



The annex to H.263, part of what is to be called H.263 +, describes three types of scaling: Temporal, Signal to Noise Ratio (SNR), and Spatial. These are described briefly in the following sections, and more deeply in the attached appendix. All of these methods can be used separately, or together to create a multi-layer scaleable bit stream. The size, frame rate, and quality of the image can only increase by adding scaling layers. The base layer can be used to guarantee a minimum level of image quality. Terminals can then use additional layers to add image quality by increasing frame rate, display frame size, or accuracy of decoded images.


3.
	Layered H.263 Usage in H.323



The H.263+ layered codec can be used in H.323 to gain flexible conference topologies. Allowing multiple scaling methods in a conference can add efficiency, especially when terminals participating have varying processing and bandwidth capabilities. 



Using H.263
 
layered video will be useful for all types of H.323 conferences. This is especially true for multipoint and loosely-coupled conferences.


3.1	No Changes Required to The H.323 Call Establishment Process



The H.263+ codec will be signaled using the existing H.245 capabilities exchange methods. Additional 
codepoint
s have been added to the H.263 capabilities in H.245, so that it can clearly be identified what layering methods are supported by the endpoints. The endpoint must use the new H.263 capabilities in order to signal the exact layering methods that will be used.



The use of simultaneous capabilities methods in H.245 shall be used to indicate which layering methods will be used together to create the video layers when they are going to be sent in two or more logical channels.  It is possible to send two or more layers in a single logical channel.
 The exact video layers that will used is signaled during the OpenLogicalChannel in the same manner that is currently used to indicate what video data type will be used, except the terminal shall use the new H.263 capabilities that have been added for the scalability modes of H.263.

3.2	Use of RTP sessions and Codec Layers


{edi
t
o
r
’
s note: 
this section 
and its subsections 
depend
 on the content of AVC-1162 being accepted. It will need to be examine
d 
in parallel with
 AVC-1162
}



It is desired to allow separate  RTP sessions for the different qualities of video that are available. The base layer should be considered the primary video session, and its level considered the minimum quality of H.263 that is available in the conference. Enhancement layers can be sent on separate RTP sessions. The 
forward/reverse
LogicalChannelDependency parameter, added to H.245 OpenLogicalChannel command, shall be used to indicate how the video layers are organized. This is outlined in  the following sections.
 
RTP 
Timestamps must
 be the same in the base and 
 all dependent 
enhancement layers
, corresponding to a frame to allow reassembly and proper display.
 The 
RTP payload 
format for the H.263 layered 
codec will be worked in the IETF/AVT.



3.2.1 Associate Base to Audio for Lip Synch



The base video session should be associated with the audio session corresponding with the audio track of the video, for lip synch purposes. This is in the same manner that existing non-layered video sessions are associated with their corresponding audio. This is done using the associatedSessionID and the SessionID parameters located in the H2250LogicalChannelParameters. The enhancement layers may also be associated with the audio or with the base layer using the associatedSessionID.  
C
oding dependency shall be indicated using the 
forward
LogicalChannelDependency
 
and the 
reve
r
se
LogicalChannelDependency
 
parameter in the OpenLogicalChannel command
 as explained below
. 

3.2.2 Enhancement Layers Dependency



Enhancement layer dependency can create many complex cases using multiple layers that contain multiple enhancement frame types. Dependency between layers shall be indicated using the
 
forward/reverse
LogicalChannelDependency
 
parameter, added to H.245 OpenLogicalChannel command. Dependency is used to indicate that the data sent on the logical channel cannot be used without the contents of the logical channel it is dependent on. Enhancement layers, by definition, must be differentially coded from the video layer they are enhancing, and are therefore dependent on that video layer for meaningful decoding. If an enhancement layer is sent on a separate logical channel, it shall indicate the layer it was differentially coded from in the 
forward/reverse
LogicalChannelDependency parameter.



Since the 
forward/reverse
LogicalChannelDependency parameter allows the indication of a single logical channel, the logical channels need to be opened in order of dependence
 starting with the base layer
. A terminal shall have either sent or received the OpenLogicalChannelAck for any logical channel that is used in a 
forward/reverse
LogicalChannelDependency parameter. A terminal shall send an OpenLogicalChannel for an dependent logical channel, only after the logical channel on which it is dependent is opened and acknowledged. Logical channels that have common dependency may be opened in parallel. Enhancement layers must be indicated to be dependent on the highest layer that is required for proper decoding. 




Assuming that separate RTP sessions are used for each layer, an example can be built as shown in � REF _Ref374442839 \* MERGEFORMAT �
Figure 
1
� below.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
1
� - Model with layered video



In this example, layered video is created that has four layers: 

The base video,  not dependent on any other layer. This is associated with its corresponding audio.

Enhancement level one consisting of B-frames, dependent on the base video. This is indicated to be dependent on the base video session, layer 0.

Enhancement level two that is SNR enhancement of the base video, dependent only on the base video, layer 0. This is indicated to be dependent on the base video session. 

Enhancement level three that consists of spatial enhancement of enhancement level two, dependent on Layer 2, which implies the base is also required. This is indicated to be dependent on the video in layer 2.

In this example, the base video logical channel must be opened first. The OpenLogicalChannel for enhancement layer 1 and 2 may be sent in parallel, only after receiving the OpenLogicalChannelAck for the base video logical channel. The OpenLogicalChannel for enhancement layer 3 can only be sent after the OpenLogicalChannelAck has been received or sent for the logical channel used for enhancement layer 2.


4
.
	Possible Layering Models



There are many possible methods for layering of the video and organization of the corresponding RTP sessions. The reason that the layers may need to be separated is that t
hey are used for either decode
r power scaling, or for bandwidth usage scaling. It may be desirable to separate all non-B-frames into separate layers that can be discarded if they cannot be used. An important feature of the layered codec is that at any time a terminal may discard any or all enhancement layers, without affecting the quality of the base vid
eo, in order to provide decode
r power scaling. 



In a similar manner, the layers may need to be organized into bandwidth usage levels that correspond to the bandwidths reported by the terminals that are connected to the conference. This would allow the conference to accommodate multipoint conferences that have terminals using connection methods that may limit the available bandwidth, and create a layer that gives them the best possible video at that bandwidth. The terminal may add or subtract layers as its available bandwidth varies up and down. 


4.
1 Multiple Logical Channels and RTP Sessions for a Layered Stream



If bandwidth scaling is the goal of using layering, each layer should flow on a separate logical channel with a separate RTP session. This means that what is a single video source will now have to be coordinated amongst multiple logical channels and RTP sessions.



If the goal of layering is processor power scaling, the enhancement layers can be sent, with the base video on a single logical channel and RTP session.



If the goal is a mixture of bandwidth and processor power scaling, then groups of enhancement layers, sent in logical channels on a group basis can be sent. The choice of layers and grouping is a choice based on system need. The method used to make these choices is an implementation issue and outside the scope of this document.


4
.2
	Impact of One Layer per L
ogical 
C
hannel
 and per RTP Session.



The impact of using a single logical channel and RTP session for each layer is that the encoder and decoder are burdened with having to split and reassemble the video stream according to the chosen layering model. This model is signaled to the receiving side so that it can properly interpret the layer information. It is signaled using H.245 capabilities, with a capability per logical channel that, when combined with the dependencies, will sufficiently describe the layering model. Possible layering models are signa
led during capabilities exchange, using the simultaneous capabilities feature of H.245.



Further, strict timing consideration will need to be used to insure that the layers are properly synchronized. For H.323, this will handled in the RTP payload format. The RTP payload format for H.263 layered codecs is for further study.


5
.
 Impact on Multi-Point Conferences



The most likely envisaged usage of H.263+ layering is in multipoint conferences. In H.323 this can be 
by
 a centralized MCU
, used
 for audio mixing and video switching, or using a decentralized model
, with
 each terminal responsible for video switching and audio mixing. In either case the MC should perform the function of reporting what the layering model is for the conference. This is done using the CommunicationModeCommand.




In order for
 an endpoint 
to
 receive a video layer
,
 a
 logical channel 
contain
ing
 that layer
 must
 be
 opened
. Th
e decision to open a logical channel
 can be 
made
 by either 
t
he MC or the terminal 
sending an
 
OpenLogicalChannel
. 
If 
an
 MC 
or terminal 
decides not to open a logical channel
,
 
i
t must reject the 
OpenLogicalChannel
 when it is offered.
 
The MC 
or terminal 
can only offer a logical channel that corresponds to a dataType that is supported by 
the
 
receiver
.






When implementing support for layer codecs, an MC can take t
w
o
 approaches. 
If the MC 
does 
not make 
any
 decision
s as to what logical channels will be opened
, 
it 
can be
 called the ‘MC Impartial’ model
.
 In this model
 the MC offers all media to all endpoints
 without regard to any reported QOS.
 
When 
the MC mak
es
 the decision
 to strictly enforce
 QOS
, 
it 
is called the ‘MC Decisi
on’ model.
 
These models are explained further below.



5
.
1
 MC Impartial Model

The MC Impartial model does not depend on the QOS capability set additions
, and as such may allow for a simpler MC implementation
. In this case, the terminal must judge whether it has sufficient bandwidth to accept logical channels offered by the MC. If it will exceed the transmission capabilities of the terminal or the underlying network, then the terminal m
ay
 reject the logical channel. This method will require the terminal to have knowledge of the network bandwidth available.
 
The MC 
should
 
indicate
 all available media in the CommunicationModeCommand.



5
.2
 MC Decision model

In the MC Decision model depends upon the addition of Quality of Service (QOS) capabilities to the Terminal Capability Set. This has been previously proposed and is work in progress. The MC can then examine
 the QOS capabilities of the endpoints and only offer
 logical channels that are within the QOS of the terminal. The terminal will need to determine its available QOS at the start of the conference and indicate this using the QOS capabilities defined by work in progress.



In the MC Decision model, the 
MC 
may send a 
CommunicationModeCommand
 to a terminal that only shows the 
sessions
 within 
the terminal
’
s
 QOS 
capabilities
.
 
In this way
,
 the MC can strictly enforce bandwidth usage.



5
.3  Multipoint Conference Containing Terminals on Different Bandwidths

In the model where the multipoint conference contains terminals that have different bandwidth capabilities, the layering will need to be tuned to match these bandwidth levels. This can be done by using two possible models. One is illustrated in � REF _Ref374442523 \* MERGEFORMAT �
Figure 
2
� below.



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
2
� - Terminals attach to one or more layers according to bandwidth

In this case, the terminals attached to the base layer of video and the enhancement layers up to the total bandwidth desired. Each enhancement layer is on a separate logical channel. The terminals are burdened with recombination of the layers to create the video stream. The sending terminal must have capability for the combined bandwidth of all streams it sources. In this case, each terminal may have communicated a different set of capabilities. The MC will examine the capabilities and QOS and create a layering model that is likely to provide the best use of the terminals capabilities and bandwidth. This layering is indicated in the CommunicationModeCommand by the indication of session dependencies in the CommunicationModeTableEntry.



In the above case, using the MC Decision model, the MC will then offer the endpoints the logical channels that correspond to the layers that match the endpoint’s capabilities. The MC will offer terminal 1 only the logical channel corresponding to the Base Video Layer. Terminal 2 will be offered the logical channels corresponding to base video and enhancement video layer 1. Terminal three is offered three logical channels corresponding to the base video and two enhancements layers, and terminal 4 is offered all video logical channels.



In the MC impartial case, the MC will offer all logical channels, to all endpoints, that are within their dataType capabilities. The endpoints will refuse any logical channel that will cause them to exceed their bandwidth capabilities.



A second layering model is shown in � REF _Ref374442542 \* MERGEFORMAT �
Figure 
3
� below. In this model each logical channel contains a totally independent video stream. 



� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
3
� - Terminals attach to single Layer according to bandwidth



In this case, the terminal shall connect only to the logical that corresponds to the bandwidth it has available. This stream has all layers that build the video stream to the bandwidth of the logical channel. This method eliminates the burden from the terminals to recombine the video, but burdens the sender with producing several video streams. This is a less efficient use of network resources, since enhancement layers include all lower layers.






I
n order 
t
o perform proper lip synch,
 any 
session
 containing base video should be associated with the audi
o 
session
 corresponding to its audio track
, using the 
associatedSessionID
 in the 
H2250LogicalChannelParameters
.
 In the example shown in 
�
 
REF 
_Ref374442523 \* MERGEFORMAT
 
�
Figure 
2
�
 
the base video session 
should
 be 
associated
 with the audio session for lip synch. In the example shown in 
�
 
REF 
_Ref374442542 \* MERGEFORMAT
 
�
Figure 
3
�
 all three 
video 
sessions should be 
associated
 with the audio session for lip synch
, since all three contain base video
.



5
.4 Changes Required to CommunicationModeTableEntry

A field must be added to the CommunicationModeTableEntry to be able to indicate the dependencies of the video sessions in a layered video conference. The proposed change is shown as Italic Bold in the following ASN.1:



CommunicationModeTableEntry	::=SEQUENCE

{

	nonStandard	SEQUENCE OF NonStandardParameter OPTIONAL,

	sessionID	INTEGER(1..255),

	associatedSessionID	INTEGER(1..255) OPTIONAL,



	terminalLabel	TerminalLabel OPTIONAL, -- if not present, 

					-- it refers to all participants 

					-- in the conference

	sessionDescription	BMPString (SIZE(1..128)) , -- Basic ISO/IEC 10646-1 (Unicode) 

	dataType	CHOICE

	{

		videoData	VideoCapability,

		audioData	AudioCapability,

		data	DataApplicationCapability,

		...

	},

	mediaChannel	TransportAddress OPTIONAL,

	mediaGuaranteedDelivery	BOOLEAN OPTIONAL,

	mediaControlChannel	TransportAddress OPTIONAL,  -- reverse RTCP channel

	mediaControlGuaranteedDelivery	BOOLEAN OPTIONAL,

	...,

	sessionDependency	SessionID OPTIONAL

}



This change is required to enable the signaling of the layered model in the CommunicationModeCommand. The sessionDependency field is set by the MC to indicate when a session is dependent on another session for meaningful decoding of the its data. This information will be translated into LogicalChannelNumbers when opening a dependent logical channel, according to the actual logical channels that are opened.


6
.
	Summary of proposed changes needed for use of H.263+ in H.323.

The list of changes needed in H.323, and its component standards, for embracing H.263+ is as follows:



Changes to the H.263 capabilities to encompass layer specification to be defined in a separate contribution.

The LogicalChannelDependency parameter should be added to the OpenLogicalChannel command as detailed in a separate contribution.


Signaling added to the CommunicationModeTableEntry  to show dependencies to describe the layering model to the receiving endpoint(s).


The terminal will need to determine its available QOS and/or bandwidth at the start of the conference, and have a means to report it to the MC
 
using methods defined by
 work in progress
.

7.
 Overview of H.263 Scalabiltiy Methods


{editor note: these 
sections are included for discussion and 
should
 be deleted when the 
text
 
of the 
layered 
H.263 annex
 is 
approved by the LBC group.
}



This section is intended to be a brief tutorial on the scalability methods that have been added to H.263. This is not intended to be a replacement for referring to the actual annexes in H.263.



7.1	Temporal Scaling

Temporal scaling is achieved by the addition of bi-direction predicted frames or B-frames to H.263. The algorithm currently employs I-frames, P-frames, and PB-frames. P-frames are predicted from previous decoded frames. B-frames differ because they are predicted from either, or both, previous and subsequent reconstructed frames. They are not used for the prediction of any other frames. This is significant because they can be discarded from the decoding without any effect on future decoding. This can create temporal scaling by skipping frames when resources are limited

.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
4
� - Example of B-frames

7.2	SNR Scaling

H.263 coding is ‘lossy’ because it introduces artifacts or small errors in the reconstructed images. These errors are  lost because they are discarded at the encoder. In SNR scaling, the error is coded and sent separately as an enhancement layer. When this enhancement layer is added to the base layer, a better quality image results. If the enhancement image is based solely on the base layer it is referred to as an “EI-frame’. It is possible to create a encoded frame that is at the enhancement layer that is based on the previous EI-frame and the current base frame. This is called a EP-frame. Lastly, it is possible to add B-frames as described in temporal scaling to the enhancement layer. If they are based solely on EI or EP-frames, then they effectively make the enhancement layer a higher frame rate than the base layer. If the base layer contains a B-frame, the corresponding enhancement layer frame must also be a B-frame, since the base frame may be discarded.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
5
� - Example of SNR Scalability



7.3	Spatial Scaling

Spatial scaling also employs the concept of a base layer, and an enhancement layer that creates a higher quality image. The main difference from SNR scaling is that Spatial scaling uses a base layer that is a downsampled version of the enhancement layer. This means that the base layer has smaller image height and width, than the combined base and enhancement layers. This method can be used to create EI-frames that are the encoded differences from the original frame and the base I-frame that has been expanded back to original dimensions. This expansion is done using an interpolation factor of either 1X. 1.5x, or 2X. An interpolation filter is described for the image expansion. Spatial scaling enhancement layers can also contain B-frames.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
6
� Example of Spatial Scalability

7.4	Combination of layers

The methods described above can be combined to create efficient layering models. An example is shown in  � REF _Ref371406844 \* MERGEFORMAT �
Error! Reference source not found.
� below.

� EMBED Word.Picture.6  ���

Figure � SEQ Figure \* ARABIC �
7
� Example of three layer scalable bit stream



8.0	References

RTP

RFC 1889 - RTP: A Transport Protocol for real-time applications.

RFC 1980 - RTP Profile for Audio and Video Conferences with Minimal Control.



ITU-T / IETF Documents


ITU-T Recommendation H.323.

ITU-T Recommendation H.245.


ITU-T Recommendation H.263
.


ITU-T Recommendation H.225.0.

LBC 96-320

AVC-11
62
 Proposed additions to H.245 in support of layered H.263 codecs.







�PAGE  �





�PAGE  �
9
�

Intel Corporation	AVC-1075 December 1996	










